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Abstract: The Nuclear Research Reactors plants are expected to be operated with high levels of reliability, 
availability and safety. In order to achieve and maintain system stability and assure satisfactory and safe operation, 
there is increasing demand for automated systems to detect and diagnose such failures. In recent years, both Genetic 
algorithms and neural networks, which are inspired by computation in biological systems, are emerged as 
established techniques for optimization and learning. Genetic algorithms have been used in conjunction with neural 
networks in three major ways: First, genetic algorithms have been used to construct neural network topologies. 
Second, they have been used to set the weights in fixed architectures. Third, they have been used to select training 
data and to interpret the output behavior of neural networks. This paper is concerned with the construction of 
Artificial Neural Networks (ANNs) using Genetic algorithms (GAs) for the nuclear accidents diagnosis. MATLAB 
ANNs toolbox and GAs toolbox are employed to optimize an ANN for this purpose. When we apply the results 
obtained from genetic algorithms on the back-propagation algorithm, the results are similar but the design of ANNs 
using GAs is useful in terms of automating and optimizing the design and finding weights and biases for the 
suggested construction. The results obtained show the efficiency of using genetic algorithm, which can construct the 
high performance neural network structure for the nuclear reactor's input data. The best structure obtained is two 
layers ANN with correspondence values of weights and biases that are required to construct such network. 
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Research Reactors Accidents Diagnosis Using Genetic Algorithm/Artificial Neural Networks. Nature and Science 
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1. INTRODUCTION 

As the systems become more complex and they 
need to operate with minimum malfunctioning or 
breakdown time, reliable automated fault detection and 
diagnosis system are increasing rapidly. The early 
detection of plant's failure could prevent system 
malfunction or serious damage, which could also lead 
to disaster. Therefore, an intelligent fault detection and 
diagnosis system to deal with inaccurate information 
has also been greatly required [1-5]. 

Genetic Algorithms and Neural networks are two 
techniques for optimization and learning, each with its 
own strengths and weaknesses. The two have generally 
evolved along separate paths. However, recently there 
have been attempts to combine the two technologies. 
The genetic algorithms implemented in the toolbox let 
to solve optimization problems with nonlinear, linear, 
and bound constraints. The genetic algorithm improves 
the chances of finding a global solution, due to its 
random nature. [5-10]. 

In this paper, diagnoses of nuclear reactor 
accidents are investigated. A computer program is 
developed using MATLAB environment for this 
purpose. Genetic algorithm routine is implemented and 

employed to construct an artificial neural network, to 
diagnose the nuclear reactor accidents. The program is 
capable of plotting the various relations between the 
neural network output and the required target. The 
program stops calculation when the mean square error 
or sum square error reaches a desired minimum or met 
one of the default stopping criteria. The proposed NN 
constructed by GA outperforms backpropagation alone, 
which is the standard training algorithm, on our reactor 
accidents data case. This performance gain comes from 
tailoring the genetic algorithm to the domain of training 
neural networks (reactor accidents data). The results of 
this program are demonstrated by a series of screens 
shots and output plots. Comparing with results 
published in [1], a significant improvement is obtained. 
This paper is organized as follows: Section 2 presents 
the problem formulation. Section 3 describes the 
proposed system. Section 4 shows the results and 
discussions of the proposed system performance. 
Section 5 is devoted to conclusion. 

2. PROBLEM FORMULATION 

The system is designed to construct an ANN using 
Genetic algorithms (GAs) for accidents diagnosis of 
the nuclear reactor's input data. MATLAB toolboxes 
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are used to implement the GA which produces the 
optimized values of weights and biases that are 
required to construct such network. The data used in 
the application were collected by the aid of reactor 
operation crew and Safety Analysis Report (SAR) of 
the reactor, in addition to the Atomic Energy experts. 
The data sets are for the eight accidental cases 
(Classes) listed below; plus the normal operation case 
as shown in Figure (1). So the total cases, which we 
have, are nine. The result is that each accident is 
represented as a 15 by 1 grid of Boolean values [1, 2]. 
 

 
 

Figure (1): Sample of reactor accidents data patterns. 
 
In optimization problems a set of parameters is 

selected that will give the best solution to a particular 
problem. To present the initial values of these 
parameters to a GA, it must be encoded into a string so 
that crossover and mutation can be applied. Binary 
encodings are the most common, due to the fact that 
Holland [9] used them in his early pioneering work. In 
choosing an encoding scheme the nature of the problem 
will play a major role. So, in the reactor accidents 
diagnosis, the binary encoding becomes practical as the 
accidents patterns are in binary form. Any base can be 

used, as it is just a different method of encoding the 
same information, but the lower the base the longer the 
string will be [6-9].  
 
3. PROPOSED SYSTEM 

In this section, we will explain the proposed 
system modules. It is consisted of an m file program 
for GA computation and a Graphical User Interface 
(GUI) for easy communication with the program and 
experimentation with alternatives. Matlab environment 
is used to implement the system. 
 
3.1 Program Description 

The graphical user interface (GUI) is depicted in 
figure (2), which is used to guide the user for the 
optimization process.  

Calculation is started by clicking 'Calculate' 
button, where the calculation program begins with 
calculating the different parameters (the weights and 
biases, the transfer functions and the performance 
functions) for the two and the three layers of the ANN. 

3.2 The Implemented GA. 

A block diagram of the implemented GA is shown in 
Figure (3). The genetic algorithm begins by creating a 
random initial population. If the minimal point for the 
fitness function is known approximately where it lies, 
the initial range should set so that the point lies near the 
middle of that range. However, the genetic algorithm 
can find the minimum even with a less than optimal 
choice for initial range. 

 

 
Figure (2): The program graphical use interface (GUI) 
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Figure (3): Artificial Neural Network and Genetic Algorithm 

 

A genetic algorithm is used to find a good 
topology and parameters for a neural network. Using 
neural network as the fitness function, GA determines 
the fitness level of each topology and parameters. 
Using fitness values, the genetic algorithm would 
then evolve a new population for the network to try. 
After several generations, a population of several 
“good” structures with parameters evolves and fittest 
topology and parameters are used as the best 
construction of the neural network. 

The genetic algorithm uses the individuals in the 
current generation to create the offspring that make 
up the next generation. Then, the algorithm creates a 
sequence of new populations. To create the new 
population, the algorithm scores each member of the 
current population by computing its fitness value. 
The Fitness Value of the individual Vi of GA is 
calculated as follows:  

• The chromosome Vi string and the 
corresponding settings of ANN with 
reference the choices from the program GUI.  

• Designed ANN model as per the string and 
the network choices. Predicted output yj is 
given as yj = f(xj, W, b), where xj is input 
vector, W is weight matrix and b is bias 
matrix.  

• Performance is checked by calculating 
fitness values and is expressed in terms of 
Mean-Squared Error (MSE) or Sum-Squared 
Error ( according to the choice of the 
performance function from GUI) as:  

 

 
Where Np and K denote the number of patterns 

and output nodes used in the training respectively, i 
denotes the index of the input pattern (vector), k 
denotes the index of the output node, ti,k and yi,k 
express the desired output (target) and actual output 
values of the k

th 
output node at i

th 
input pattern, 

respectively. The calculation of the output is 
according to figure (4) for two layers network using 
equation (3) and figure (5) for three layers network 
using equation (4) 
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Figure (4): The output of two layers Artificial Neural Network structure 

a2 = f2 (LW2,1 (f1 (LW1,1p + b1) + b2) = yj , (3) 

where j is neurons in the output layer, 

 
Figure (5): The output of three layers Artificial Neural Network structure 

 
a3 = f3 ( LW32 f2( LW2,1 ( f1 ( LW1,1p + b1 ) + b2) + 
b3) = yj ,--(4) 
where j is neurons in the output layer, 
 
3.2.1 Algorithmic Setting  

The setting for GA is shown in Table (1). Based 
on speed consideration some values set for 
population size and evaluation generation a little 
small.  

 
Table (1): Parameters setting for GA. 

Setting Type Value 
Encoding Scheme Binary Encoding 
Population Size 100 

Selection Stochastic Uniform 
Crossover Uniform 
Mutation Random 
Elitism Yes 

Stall Time Limit 20 
Display iteration 

 
 
a) The selection function chooses parents for the 

next generation based on their scaled values from 
the fitness scaling function. An individual can be 

selected more than once as a parent. The default 
selection option, stochastic uniform, lays out a 
line in which each parent corresponds to a 
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section of the line of length proportional to its 
scaled value. The algorithm moves along the line 
in steps of equal size. At each step, the algorithm 
allocates a parent from the section it lands on. 

b) Some of the individuals in the current population 
with the best fitness values are chosen as elite. 
The default setting is 10% of the current 
population size. These elite individuals are 
passed to the next population. Setting Elite count 
to a high value causes the fittest individuals to 
dominate the population, which can make the 
search less effective. 

c) Besides elite children, the algorithm: 
• Creates crossover children by selecting 

vector entries, or genes, from a pair of 
individuals in the current generation and 
combines them to form a child. The default 
setting is 80% of the current population size, 
after excluding the elite children. With some 
probability P (typically between 0.5 and 
0.8), it is decided how parent contribute to 
the gene values in the offspring 
chromosome. For example: 
Parent1 : 11001010 
Parent2 : 00110111 
If P is 0.5 : 
    Offspring 1 : Parent1 contributes odd 
positions, Parent2 contributes even positions 
    Offspring 2 : Parent1 contributes even 
positions, Parent2 contributes odd positions 
This is means approximately half of the 
genes in the next offspring will come from 
Parent1 and the other half will come from 
Parent2. Example:  
-  Contribution of Parent1 :    1  0  1  1 
-  Contribution of Parent2 :    0  0  1  1 
                                          ------------ 
*  New Offspring1            :  10001111 
* By the same way New Offspring2 :  
01100010 

• Creates Mutation children by applying 
random changes to a single individual by 
altering one or more genes in the 
chromosome from its initial state. The 
default setting is 20% of the current 
population size, after excluding the elite 
children. The mutation process is illustrated 
as the following: 
                            7 6 5 4 3 2 1 0        bit 
position 
Before Mutation :  1 0 1 1 0 1 1 1  
After Mutation    :  1 0 1 0 0 1 1 1 

Random mutation exchanges a random 
selected gene with a random value within 
the range of the genes minimum and 
maximum value. 

• Crossover rate generally should be high, and 
mutation rate should be very low 

d) Replaces the current population with the children 
to form the next generation. 

e) The stopping criteria, as Generations, Time limit,  
Fitness limit,  Stall generations (The algorithm 
stops when the weighted average change in the 
fitness function value over Stall generations is 
less than Function tolerance), Stall time limit 
(The algorithm stops if there is no improvement 
in the objective function during an interval of 
time in seconds equal to Stall time limit.), 
Function Tolerance (The algorithm runs until the 
weighted average change in the fitness function 
value over Stall generations is less than Function 
tolerance.) and Nonlinear constraint tolerance 
(The Nonlinear constraint tolerance is not used 
as stopping criterion. It is used to determine the 
feasibility with respect to nonlinear constraints.), 
stops the algorithm as soon as any one of these 
conditions is met. You can specify the values of 
these criteria in the Stopping criteria pane in the 
Optimization Tool or by the function 'gaoptimset' 
from the command line. 

 
4. RESULTS AND DISCUSSION 
4.1. Results of Constructed ANN by GA  

The output response, after finishing the 
calculation, show a 9-by-9 matrix with diagonal 
values larger than 0.9, as in the figure (6-a). Then, 
when these diagonal values rounded, it approximately 
equal 1, as in the figure (6-b), and that is exactly the 
required target. This means that the constructed 
neural network is the best for the reactor accidents 
data. While the best structure is obtained for the 
ANN, the correspondence values of weights and 
biases, that are required to construct such network, 
are also calculated by the program. Figures from (7-
1) through (7-4) display the calculated output 
provided by the proposed system. Figure (7-1) show 
layer1 weight matrix 10x15, that is required to 
construct layer one. Figure (7-2) show layer1 bias 
matrix 10x9, that is required to construct layer one. 
Figure (7-3) show layer2 weight matrix 9x10 that is 
required to construct layer two. Figure (7-4) show 
layer2 bias matrix 9x9, which is required to construct 
layer two.  
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Figure (6-a):                                                             Figure (6-b): 

Figure (7-1): Layer1 weight matrix (IW11) 10x15 
 

Figure (7-2): Layer1 bias matrix (bi1) 10x9 

Figure (7-3): Layer2 weight matrix (LW11) 9x10 
 

Figure (7-4): Layer2 bias matrix (bi2) 9x9 
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Figure (8.1)                                                               Figure (8.2) 

 

 

 

 

 

 

 

 

 

 

Figure (8.3)                                                                 Figure (8.4) 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure (8.5)                                                               Figure (8.6) 
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Figure (8.7)                                                            Figure (8.8) 

 

 

 

 

 

 

 

 

 

 

 

 
 
                        Figure (8.9)                                                  Figure (9): ANN performance vs. Number of iterations   

 
The performance of a constructed network can 

be measured to some extent by investigating the 
network response in more detail. A regression 
analysis between the network response and the 
corresponding targets is proposed.  

The network output and the corresponding 
targets are passed to regression analysis function, and 
it returns three parameters. The first one is the slope 
(m), the second is the y-intercept (b) of the best linear 
regression relating targets to network outputs and the 
third variable is the correlation coefficient (R-value) 
between the outputs and targets. If there were a 
perfect fit (outputs exactly equal to targets), the slope 
would be 1, and the y-intercept would be 0. In our 
program, we can see that the numbers are very close. 
It is a measure of how well the variation in the output 
is explained by the targets. If this number is equal to 
1, then there is perfect correlation between targets 

and outputs. In clear from figure (4-a) and figure (4-
b), the number is very close to 1, which indicates a 
good fit. 

The following figures from (8.1) through (8.9) 
illustrate the graphical output provided by regression 
analysis function. The constructed neural network 
outputs are plotted versus the targets as open circles. 
The best linear fit is indicated by a dashed line. The 
perfect fit (output equal to targets) is indicated by the 
solid line. In these figures, it is difficult to distinguish 
the best linear fit line from the perfect fit line because 
the fit is so good. Is also clear that the outputs seem 
to track the targets reasonably well, and the R-values 
are equal 1.0, this means that there is perfect 
correlation between targets and outputs. Accordingly, 
this is another demonstration for the suitability of the 
suggested construction of neural network using 
genetic algorithm. 
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Figure (9) displays another performance measure 

to the constructed neural network using genetic 
algorithm. The result shown in this figure is 
reasonable, where in the first iterations from 0 to 
0.5x104, there is a big variation in performance 
(MSE) error and the error is still below the value 0.9, 
and it doesn’t appear that any significant variation 
has occurred after iterations point 0.5x104. 

 

4.2 Comparing Results to Backpropagation 
Algorithm ANN 

 In this section, the parameters obtained from 
the construction of the neural network optimized by 
genetic algorithm; such as number of layers, number 
of neurons in each layer, activation function in each 
layer, performance function and the training function 
are compared to traditional backpropagation 
algorithm. Also, the initial conditions  

were taken into account such as the mean of sum-
squared error goal, momentum constant and number 
of epochs, to investigate the effect of these 
parameters on the network performance. Figure (10) 
and figure (11) show the plot of performance versus 
number of epochs. 

 

 

 

 

 

 

 

 

 
Figure (10): performance vs. number of epochs                    Figure (11): performance vs. number of epochs 
 (GA parameters applied to backpropagation                               (Running backpropagation alone) 
 
 

          
      
 
 
 
 
 
 
 
 
 
 
 

Figure (12): learning rate vs. number of epochs                       Figure (13): learning rate vs. number of epochs    
(GA parameters applied to backpropagation)                                      (Running backpropagation) 
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Table (2): Comparison between results when applying GA parameters to backpropagation and running 

backpropagation alone 
Statement GA parameters applied to backpropagation 

results issued at epoch 1162 
running backpropagation alone 

results issued at epoch 155 
Performance 2.42 e-10 959.00e-5

Gradient 9.90 e-11 5.37 e-5

Learning rate 1228134801.1548 19.246 

 
 

From the result shown in figure (9), the best 
performance (MSE) is 0.22 and has occurred after 
iterations point 3.5x104. This means long time is 
needed for the GA to produce results, but it is 
acceptable with the current advances in computer 
technologies. From figure (12), figure (13) and Table 
(2), the difference between the values of the mean 
square error (performance), that results from applying 
GA parameters to backpropagation and running 
backpropagation alone, (using Matlab[11]), is highly 
large (approximately double of value). Also, for the 
gradient, the difference is highly large (approximately 
double of value), but this comes in the expense of large 
learning rate. This means much faster convergence 
when using backpropagation algorithm, (959.00e-5 at 
epoch 155), but it is the best when using GA, (2.42 e-10 

at epoch 1162).  
The valuable benefits from GA are automating and 

optimizing the design; and finding weights and biases 
for a suggested construction of Artificial Neural 
Networks as explained in section (4.1).  

5. CONCLUSION 

In this paper a method was proposed for 
constructing an optimized neural network by 
employing genetic algorithm. In this method we 
implemented a genetic algorithm which can construct 
the high performance neural network structure for a 
given input nuclear reactors measured data, and the 
corresponding target accident. This method can be 
applied to any problem, where a data of inputs and 
outputs has the same form. Moreover, in this paper we 
present encoded nuclear reactors data (into a string), so, 
the genetic algorithm can be applied. In the reactor 
accidents diagnosis, the binary encoding becomes 
practical as the accidents patterns are in binary form. A 
comparison is conducted between a GA constructed 
ANN, GA initialized ANN and traditional 
backpropagation ANN. By applying the results 
obtained from genetic algorithms as initialization 
values on the backpropagation algorithm, the results 
showed much faster training, better convergence 
(smaller mean square error). This work demonstrated 

the method of automating and optimizing the design 
and finding weights and biases for a suggested 
construction of Artificial Neural Networks by Generic 
Algorithm in the domain of nuclear reactors.  
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