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Abstract: This paper proposes a new method of detecting moving vehicles in traffic videos using the 
background subtraction method, morphological binary operations, and new detection zone technique. Firstly, 
this method extracts a background image from the video frames using the mode statistical method, wherein the 
background will be subtracted from subsequent frames to distinguish the foreground objects by using the 
background subtraction method. Secondly, the morphological binary dilation and erosion operations are used 
to refine the boundaries and the regions of the detected moving vehicles (foregrounds), and unwanted small 
objects will be removed from the background respectively. Finally, we adopt the concept of a switch electric 
circuit design SPST (Single-Pole Single-Throw) as a new method to detect and count the moving vehicles. 
Performance evaluation of the experimental results is encouraging in that it shows that the proposed detection 
method has an average precision of more than 0.92, an average recall of more than 0.97, an average f-measure 
of more than 0.94 and average accuracy of more than 0.99. 
[Hadi R A, Sulong G, George L E. An Innovative Vehicle Detection Approach Based on Background 
Subtraction and Morphological Binary Methods. Life Sci J 2014;11(8):230-238]. (ISSN:1097-8135). 
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1. Introduction 

One of the significant applications of video-
based supervision systems is traffic surveillance.  For 
many years researchers have investigated the Vision-
Based Intelligent Transportation System (ITS), 
transportation planning and traffic engineering 
applications to extract useful and precise traffic 
information for traffic image analysis and traffic flow 
control such as; vehicle count, vehicle trajectory, 
vehicle tracking, vehicle flow, vehicle classification, 
traffic density, vehicle velocity, traffic lane changes, 
license plate recognition, etc. (Chung-Lin and Wen-
Chieh, 2004; Hadi, 2014; Neeraj K. Kanhere, 2008; N. 
K. Kanhere and Birchfield, 2008; Wei et al., 2008). 
However, the on-road vehicle detection applications 
may be in decline and not well recognised due to the 
vehicles being obstructed by other vehicles or other 
visual obstacles such as road signs, trees, weather 
conditions and so on, making the performance of these 
applications dependent on a good traffic image 
analysis approach to detect, track and classify the 
vehicles. 

Vehicle appearance may differ in size, shape and 
colour. In addition, this appearance relies on its 
position, which is influenced by close objects, 
cluttered background and difficult outdoor situations 
(e.g. lighting conditions) (Zehang et al., 2006). For a 
long time, various methods for vehicle detection based 
on background subtraction, frame (temporal) 

differencing and feature-based methods have been 
used in digital-video-based traffic surveillance; 
however, these methods were significantly affected by 
variations in vehicle appearances that tended to reduce 
the efficiency of the detection process (De Silva, 
2001; Gupte et al., 2002; Hsieh et al., 2006). 
2. Related Work 

Detection of moving vehicles in traffic 
surveillance video streams has been a wide domain in 
computer vision researchers. There are various 
methods based on image and video processing which 
have been proposed to detect moving objects (e.g. 
vehicles) that use different methodologies such as 
thresholding, edge detection, background subtraction, 
frame (temporal) differencing and multi-resolution 
processing (Kastrinaki et al., 2003; Mandellos et al., 
2011). 

Thresholding was used in the 1970s and the 
1980s which was presented as a part of the very first 
automatic observation systems, but it had low 
accuracy (Mahmassani et al., 1999). 

An edge of vehicle detection approach, based on 
sobel operator edge detection was proposed by 
(Weihua, 2009). This approach was used for vehicle 
type recognition through video sequences for a short 
period of time. It employed the vehicle region vectors 
as features extracted which were used for detection 
and similarity process. The main advantage of the 
edge-based method is that the extracted features from 
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shapes are invariant and to scale, but they suffer from 
noise and inaccurate estimation of image gradient. In 
addition, it is difficult to extrapolate the vehicle 
shapes in congested scenes (Dieter Koller et al., 1994; 
Weihua, 2009). 

The process of extracting moving foreground 
objects (input image) from a stored background image 
(static image) or generated background frame from an 
image series (video) is called background subtraction. 
This method is one of the most widely used in vehicle 
regions detection and represents a very well-suited 
method of detecting foreground objects, but it needs 
the reference image (empty background image) which 
is used for the subtraction process (Huwer and 
Niemann, 2000). Also, the non-adaptive characteristic 
in the background subtraction method is a drawback 
which is raised due to the changes in the lighting and 
the climate situations which necessitates continuous 
updating (Vasu, 2010). So, several researchers have 
worked to resolve this drawback by proposed methods 
in this field (Huang et al., 2012; Iwasaki and Itoyama, 
2006; Mandellos, et al., 2011). 

Also, the motion trait is another fundamental step 
in detecting a vehicle in a series of images which is 
done by isolating the moving objects (blobs) through 
analysis and assigning sets of pixels to different 
classes of objects which are based on the orientations 
and speed of their movements from the background of 
the motion scene image sequence. This process is 
called frame differencing (Han et al., 2007; D. Koller 
et al., 1994; Vasu, 2010; Zhang et al., 2010). 
Temporal difference is also used to detect the region 
of interest objects well and accurately without need 
for a background image. Despite some improvement 
techniques (Wei, et al., 2008; Yen-Lin et al., 2009; 
Zhang, et al., 2010) this approach cannot suitably 
handle realistic traffic situations when there is no 
vehicle movement in the image for a period of time. 

Multi-resolution is a power tool used in image 
processing which is based on scale space theory. It 
uses the fine and coarse level colour pixel knowledge 
for clustering and separating the objects from a 
background image (Lindeberg, 1996). 

Lane marks detection methods are also used for 
vehicle detection. They analyse and calibrate the road 
region coordinates based on extracting the road 
features, and use lane geometrical models to detect 
vehicles. These methods have highly complex 
computations and are also affected by shadows and 
high contrast variations (Lim et al., 2009). 

In our paper, we have proposed an innovative 
approach based on a set of steps: the background 
reconstruction is used to mention dramatic changes in 
background due to outdoor variations such as lighting 
conditions and to generate a background image. In 
addition, use of background subtraction (image 

differencing) and thresholding operations are to 
distinguish the moving vehicles (foreground objects) 
from the background. Also, refining these foreground 
objects’ regions and borders by using dilation process 
and removing the unwanted small objects. Finally, a 
new technique which is called detection zone, will be 
used to detect and count the moving vehicles. 

The rest of the paper is organised as follows: 
related work is described in section 2. The moving 
vehicle detection approach is illustrated in section 3. 
In section 4, experimental results are presented. 
Finally, conclusion and future work are summarised in 
section 5. 
3. Moving Vehicle Detection Approach 

The proposed approach consists of background 
reconstruction module; foreground detection module 
and detection zone (Figure 1). This approach will be 
tested on baseline highway traffic video frames of the 
change detection data set. 

 
Figure 1: Flowchart of proposed approach 

 
3.1. Background Subtraction 

Background subtraction is a simple and effective 
computer vision computational procedure which is 
used to extract the foreground objects from a certain 
view. The extracted important information 
(foreground object) will be described as an interesting 
object which helps in decreasing the quantity of data 
to be managed for specific task consideration. 
Background subtraction encompasses two substance 
processes: the background reconstruction module and 
the foreground detection/extraction module. 
3.1.1. Background Reconstruction Module 

In the previous flowchart, the video frames 
passed to the background reconstruction module to 
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extract an empty (reference / background image) by 
using the statistical mode method. This module 
manipulates 150 frames which take approximately 5 
seconds in processing time to generate the background 
image (Figure 2). 

 
Figure 2: Histogram of mode method of video frames 

 
As mentioned before, to get a clear background 

image, it uses the mode statistical method (to extract 
the background pixels/ to eliminate the moving 
vehicles and illumination changes effects) which is 
adapted from (Zheng et al., 2006). In each traffic 
image frame, the pixel colour values at specific 
positions and times are referred to as a I(x,y,t) where x 
and y are the traffic image frame coordinates and t is 
the time interval. The colour space will be used for 
pixels’ colour values, which are Red, Green, Blue 
(RGB) colour space for chromatic images and grey-
scale for monochrome images. 

For a given traffic image frames is represented as 
a matrix of pixel values Mn(x,y) at different times (ti, 
ti-1 … ti-n) as mentioned in equation (1) below: 

Mn={(IR(x,y,ti),IG(x,y,ti),IB(x,y,ti)), (IR(x,y,ti 
-1),IG(x,y,ti -1),IB(x,y,ti -1))……(IR(x,y,ti – 
n),IG(x,y,ti -n),IB(x,y,ti -n))} or 

Mn={IGr(x,y,ti),IGr(x,y,ti -1)……IGr(x,y,ti -n)}   (1) 
Where (M) is the matrix of pixels’ colour values, 

(n) is the number of traffic image frames, (I) is the 
image frame, (R) red, (G) green, (B) blue and (Gr) 
grey colour values respectively. 

However, the mode statistical operation method 
will compute each pixel at a definite prior location for 
a set of traffic image frames at different times and 
produces the most frequent pixel colour value, which 
is considered as a background pixel colour value for 
those frames mentioned before (Figure 3). 

 
Figure 3: Background reconstruction using mode 
statistical method 

 
So, let (S) be the accumulative ascending or 

descending sorted matrix of Mn of pixel values of 
image frames, so, the equations (2) and (3) are 
examined the mode statistical method below: 

S = 0

n

i i
i

x y



                                                     (2) 

(x = 0, 1, 2… k)   (y = 0, 1, 2… k) 

(k   )     : Integer numbers 
And the mode of S is: 

mfv = └ f ┘,  f S                                                   (3) 
Here, mfv is the most frequent colour value of 

pixel at a specific location and time, and (f ) is the 
frequency of colour value (x,y) in the traffic image 
series Mn(x,y). Algorithm 1 depicts the previous 
background reconstruction method. 
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3.1.2. Foreground Detection Module 
After the initialisation of the background model 

using the statistical method in the previous section, the 
next stage is to employ the new foreground detection 
module for foreground/background pixel classification 
by using the subtraction process between the current 
image frame and the background model. 

The vital objective of background subtraction is 
to "subtract" the background pixels in a scene and 
leave the pixels of foreground objects of interest. 
Afterwards, the difference in results will be compared 
with a pre-defined threshold (Th) based on the 
histogram characteristic of a produced subtracted 
image. If the difference is larger than (Th), then this 
pixel will be classified as foreground; otherwise, it 
will claim that it is background. At run time, the 
background model image will be used as a reference 
image Rimg(x,y) and subtracted from the frame image 
being processed from video that it is denoted as 
Fimg(x,y). The absolute difference values between both 
previous images at time t are defined as follows in 
equation (4): 
Dimg(x,y) = |IFt(x,y) - IBt(x,y)|                                  (4) 

 
Where IFt(x,y) and IBt(x,y) are the intensities of 

pixels (x,y) in the Fimg(x,y) and Rimg(x,y) respectively. 
Dimg(x,y) is the difference image (Figure 4). 

 

 
Figure 4: Illustration of foreground detection module 

 
Next, the absolute difference values will be 

compared with a pre-defined threshold Th, if larger 
than Th; the pixels value set to 1 which are considered 
as having important motion, otherwise it is set to 0 
which are considered as "stable" pixels of background 
(as shown in algorithm 2). In relation to threshold 
value preparing, the Th is determined by analysing the 
image (chromatic/grey-scale) histogram. In addition, 

Th is also tested empirically to fit the motion in the 
frame (here it is set to 50) and gets a good foreground 
binary mask FGt(x,y) as mentioned in equation (5): 

 
1   if FGt(x,y) > Th 
FGt(x,y)  = 
0   otherwise                                                     (5) 

 

 
 
Meanwhile, some linear morphological binary 

image operations will be applied to regions of 
foreground pixels to highlight those objects and to 
refine the background from some spots or undesirable 
objects which have an influence on vehicle detection 
and segmentation processes (described in algorithm 3 
and 4). Here, two morphological binary image 
operations (dilation and erosion) will be used in three 
directions: horizontally, vertically and through 45 
degrees (diagonally) and these direction measures 
represented in eight pixel connectivity, which is called 
the (structure element). 
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After the binarisation (thresholding) process, the 
image will contain unwanted small objects, noise 
objects and the vehicles’ parts will appear as 
disconnected (with a set of background pixels which 
are called holes) or broken objects due to previous 
processing steps, and these problems lead to false 
detection. Therefore, to have solid objects the dilation 
process is used to fill the holes and these unwanted 
small objects will be removed by an erosion process. 
At this point, we will get a refined image and the 
vehicle objects are prominent without unwanted small 
objects or noise and ready for the detection process. 
3.1.3 Detection Zone 

For a more effective performance in detection of 
the vehicles in traffic, the vision-based traffic 
surveillance systems require reliable and adequate 
information (e.g. vehicle counting, speed, etc.) which 
is extracted from defined regions which are called 
detection zones (DZ). 

In this paper, a newly proposed two-dimensional 
(2D) detection zone model was constructed and used 
to detect and count vehicles in the traffic.  The DZ's 
idea was inspired by the SPST (Single-Pole Single-
Throw) switch electric circuit design (Figure 5). This 
design uses the concept of on-off control logic for the 
electric circuit. A toggle switch is used as a rocking 
mechanism, handle, or mechanical lever to 
(connect\close) or (disconnect\open) one electric 
circuit between two terminals for flowing the electric 
current (Dickon Ross, 2010). 

 

 
Figure 5: SPST circuit design 

 
As mentioned before, the DZ represents as an 

electric circuit; a 2D rectangle model will be drawn on 
the road with adequate coordinates to detect the 
moving vehicles and put in a desirable location on the 
road to facilitate a good detection process. Also, there 
are determined points which are used as a detection 
sensor or entrance gate in the DZ called the detection 
or toggle points. These points send a signal or 
command to the DZ to detect the moving objects, 
when all the points observe a change in colour values 

(white or black) at motion state in traffic scene 
sequences (Figure 6). 

 

 
Figure 6: Detection zone design 

 
For above discussed 2D detection model, it 

comprises of a set of pixels (detection area) which is 
specified by the width w and height h dimensions of 
the DZ (parallel to X and Y axis of traffic image 
frame respectively). 

Detection area points Pab are arranged in rows Ry 
= h - 1 and columns Cx = w - 1: a = 0, 1… Cx, b = 0, 
1… Ry. The values of Ry and Cx are determined by the 
size (w * h) of the detection zone and its location in 
the traffic image frame. In addition, the key idea of 
toggle points (TPs) are simulated as an electric circuit 
switch toggle handle, when the vehicles hit all 
detection points, the command has already been sent 
to the DZ to discover the moving objects inside it. 
These points are modelled as a set of five points 
(xtpc,ytpc), where xtpc and ytpc  are coordinates of the 
detection points and c   {1, 2, 3, 4, 5} and it will be 
placed into DZ on the road with ladder style towards 
the vehicles’ movements. The traffic road may have 

one or more lanes (li), i   {1, 2, 3 … n} which 
contain a set of TPs for each lane. 

The detection zone depends on the toggle points 
to detect the vehicles. When the vehicles pass over 
these points, they will trigger the DZ to discover the 
whole moving object. To discuss how the mechanism 
of this technique works, the probability of passing one 
or multi-vehicles in the traffic is unknown previously, 
so for more effective discovering and numbering of 
the vehicles, the TPs will play an important role in the 
detection process by observing the motion state of 
vehicles (Ψ) through changing all the pixels to a white 
colour value (Figure 7). 
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Figure 7: Vehicle detection steps through DZ 
 
When the colour values of points are one (white), 

it means that this vehicle is detected newly and will be 
numbered and still in the detection process until the 
TPs’ colour values change to zero (black). The 
procedure is in equation (6) presented below: 
∀ (xtpc,ytpc ∈)  TP:  TP={0, 1} , c = {1, 2, 3, 4, 5} 

 
Motion        if (TPs =1) 
Ψ (xtpc,ytpc) = 
Motionless  if (TPs= 0)                                    (6) 

 
Meanwhile, as every vehicle enters the detection 

zone, the region growing algorithm will be used to 
segment and cluster the white pixel areas of vehicles 
(blobs) from black pixel areas of background image. 
Region growing is represented as a heuristic method 
to cluster segmented regions based on their locations. 
When the vehicle hits the five toggle points (TPs), it 
will prompt these points to give a command to 
segment this region. 

So, if the moving vehicle is still going over these 
points, the detection and segmentation processes will 
stay in idle state at a dedicated lane and will not send a 
prompt to detect and segment until the TPs are clear of 
motion of the vehicle. Algorithm 5 describes the 
detection zone technique process. 

The detection zone forms the area of counting 
the vehicles. Afterwards, every new blob will be 
numbered and registered in counter buffer if the TPs 
are checked in state 0, which means a vehicle 
encountered it, or else it will not be considered new 

and is dealt with as part of a previously existing 
vehicle and the presence of the blob is neglected; 
which means the state of TPs is still 1. 

 

 
 

4. Experimental Results and Discussions 
We tested our approach on a baseline highway 

traffic video of the standard change detection data set. 
This video was captured using a digital camera in 
RGB colour space. The video consists of 1,700 frames 
and the video frame size is 320 X 240 pixels of 
resolution. This approach was implemented on a 
Laptop Core i3 (2.13 GHz) processor with (4 GB) of 
memory using Microsoft Visual C#. 

In Figure 8, the results present some of the 
frames in which the vehicle detection and counting is 
applied on 1,230 frames of abovementioned dataset. 
We will use four measures for our data test: true 
positive in the dataset which means the correct 
number of pixel detected of vehicles (TP), false 
positive means the number of pixel detected as 
background that should have been represented as 
detected foreground of pixels (FP), true negative 
means the number of pixel detected as a background 
(TN) and false negative means the number of pixel 
detected as foreground that should have been 
represented as a detected background of pixels (FN). 

 
Table 1: Our measurements result 

Measures TP FP FN TN 
No. of pixels 5238391 434572 133410 88734427 
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The previous measures used to calculate the 
following metrics as defined in (Goyette et al., 2012): 

Precision (Pr) = 

TP

TP FP                                       (7) 

Recall (Re) = 

TP

TP FN                                           (8) 
 

F-measure = 

2 * *Precsion R ecall

Precsion R ecall                    (9) 

Accuracy = 

TP TN

TP FP FN TN



                           (10) 
 
Reference frame    Ground truth     Our result       Overlapped result  

Figure 8: Results of proposed approach on baseline 
highway traffic dataset  

 
Table 2: Metrics of our approach on baseline highway traffic data set 

Methods Pr Re F-measure Accuracy 
Our method 0.923396 0.975165 0.948575 0.993992 
SC-SOBS 0.934713 0.956528 0.945495 0.993465 
CwisarD 0.905885 0.93112 0.918329 0.990187 
Local-self similarity 0.863162 0.981306 0.91845 0.989674 
GMM|KaewTraKulPong 0.908275 0.649624 0.757478 0.975352 

 
As shown in table (2) and Figure 9, the 

proposed approach presents promising results of 
performance metrics (Precision, Recall, F-measure 
and accuracy) compared to other methods, which are 
applied on the same video to detect changes in frames 
due to moving of vehicles. 

 

Here, the shadow removal and overlap of 
vehicles’ situations are not considered in this 
proposed solution. Therefore, we will make 
enhancement about the shadow and overlapping of 
vehicles and this should be worked on in the future. 

 

 
Figure 9: Performance evaluation of our approach with other methods 
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5. Conclusion and Future Work 
A newly proposed approach based on the 

background subtraction method and morphological 
binary methods is suggested as a way to distinguish 
and number the moving foreground objects (vehicles) 
from a stationary background image. We have 
constructed a new model inspired by an electronic 
circuit switch design (SPST), which will be used to 
classify the pixels patches and determine whether 
they belong to the foreground or the background. In 
addition to abovementioned new model, the 
background reconstruction and foreground detection 
modules are used together with the morphological 
binary operations (dilation and erosion) in the 
proposed approach. The results show a worthy 
detection process with encouraging performance 
metrics values in this paper. As a future direction for 
this work, we will be working on making this 
approach more resilient to be applied and solve the 
issues of overlapping detecting and shadow removal. 
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