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Abstract: In this paper, we propose a modified region-based active contour model by integrating the local 
information of foreground region into Chan-Vese model. Considering local spatial information term in the 
conventional energy function, our proposed model is able to overcome two limitations of the previous region-based 
level set methods: a) high sensitivity to the location of initial contours, 2) inability to segment multiple objects. 
Experimental results show the effectiveness of our proposed method as compared with other major level set-based 
techniques in terms of both efficiency and accuracy for 2D image segmentation. 
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1. Introduction 

Deformable models, referred by various 
names such as snakes, active contours or surfaces, 
balloons, and deformable contours or surfaces, are 
one of the most active and successful approaches in 
image segmentation. The basic idea of deformable 
models is that modeling curves or surfaces are 
adjusted for balancing them between internal and 
external forces (Kass et al., 1987), (Black and Yuille, 
1993). Generally, the deformable models can be 
classified into two categories: parametric deformable 
models (Amini et al., 1990), (Cohen, 1991), 
(McInerney et al., 1995) and geometric or level 
set-based deformable models (Caselles et al., 1993), 
(Malladi et al., 1995), (Caselles et al., 1997), 
(Whitaker, 1994). The parametric deformable models 
represent curves and surfaces explicitly in their 
parametric forms during deformation. This 
representation allows direct interaction with the 
model and leads to a compact representation for 
real-time implementation. However, adaptation of the 
model topology, such as splitting or merging parts 
during the deformation, is not easy using parametric 
models. On the other hand, geometric deformable 
models can handle topological changes naturally. 
These models are based on the theory of curve 
evolution (Sapiro and Tannenbaum, 1993), (Kimia et 
al., 1995), (Kimmel et al., 1995), (Alvarez et al., 
1993) and the level set method (Osher and Sethian, 
1988), (Sethian, 1999) which represent curves and 
surfaces implicitly as a level set of 
higher-dimensional scalar function. Such 

methodologies are best suited for the recovery of 
objects with unknown topologies. As a novel 
approach, geometric deformable models avoid the 
evolution process of tracing the curve after 
expressing closed planar curves and 3D closed 
surfaces. Thus problem of curve evolution is 
converted to a pure search for the numerical solutions 
of partial differential equation. The main idea of level 
set methods is to embed the propagating interface as 
the zero level set of a higher dimensional 
hyper-surface. By controlling the evolution of the 
hyper-surface, we can control the evolution of the 
curve. In literature, two general types of level set 
methods have been described: edge-based level set 
methods (Malladi et al., 1995), (Zhu et al., 2007), (Li 
et al., 2005), (Vasilevskiy and Siddiqi, 2002) and 
region-based level set methods (Chan and Vese, 
2001), (Shi and Karl, 2008), (Li et al., 2008), 
(Lankton and Tannenbaum, 2008). The edge-based 
geodesic model is based on the relation between 
active contours and the computation of geodesics or 
minimal distance curves. This geodesic approach for 
object segmentation allows connecting classical 
“snakes” based on energy minimization and 
geometric active contours. However, main drawback 
of boundary-based level set segmentation methods is 
related to contour leakage at locations having weak 
or missing boundary data information. Specifically, 
these methods rely on the gradient-based edge 
function to stop curve evolution, and these models 
can detect only objects with edges defined by the 
gradients. In practice, discrete gradients are bounded; 
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stopping function is never zero on the edges. This 
allows the curve to pass through the boundary. One 
approach can be adopted to cope with these 
limitations: the region-based active contour. The 
region-based active contour method is a different 
kind of active contour model without a stopping 
edge-function, i.e., a model not employing gradient 
of the image for the stopping process. In this work, 
we present a semi-automatic segmentation approach 
for images with multiple objects based on the 
region-based level set technique, due to their 
recovery ability of objects with unknown topologies. 
This paper makes the following contributions; 

 Analysis of Chan-Vese Model for image 
segmentation 

 Develop a generalized CV model by 
incorporating local information in energy 
functional for segmentation of multiple 
object images. 

Remaining paper is organized as follows; 
Section 2 describes a brief review of related work. 
We present our proposed method to overcome the 
limitations of previous works in section 3. In section 
4, we provide experimental results. Finally, 
conclusions are given in section 5. 

 
2. Related Work 
2.1. Mumford-Shah (MS) Model 

Mumford and Shah (1989) firstly proposed a 
general image segmentation model for 2D images. 
Using this model, the image is decomposed into some 
regions. Inside each region, the original image is 
approximated by a smooth function. Optimal 
partition of the image can be found by minimizing 
the Mumford-Shah (MS) functional. In addition, the 
model has a level set formulation, interior contours 
are automatically detected, and the initial curve can 
be anywhere within the image. 

Let Ω ∈ ℝ�  be a bound domain with 
Lipschitz boundary, modeling the image domain. Let 
��:Ω → ℝ  represent a grayscale image. To find the 
segmentation ��  of �� , Mumford-Shah (1989) has 
defined piecewise smooth segmentation function to 
carry out the following minimization: 

 

��� (�, �)= ����(�,�)− � (�,�)�
�
����

Ω

 

              + �∫ |∇�(�,�)|����� + �|�|
Ω＼�

         

(1) 
 
where  � is a nearly piecewise smooth 

approximation of �� , �  and �  are positive 
constants, and � ⊂ Ω denotes the smooth and closed 
segmenting curve.  

Chan-Vese (2001) has modified the MS 

model by considering a level set approach to solve 
the MS functional. 
 
2.2. Chan-Vese (CV) Model 

The CV model is an alternative solution to 
the MS segmentation problem which solves the 
minimization of (1) by using the level set method. As 
a starting point, we assume that the image �� has 
two regions with piecewise-constant intensities, 
distinct values ��

� and ��
�. Further, assume that the 

object to be detected is represented by the region with 
the value ��

�. Denote its boundary by ��. Then we 
have �� ≈ ��

� inside(��) and �� ≈ ��
� outside(��). 

The global fitting term is defined as: 
 
 ��(��,�)+ ��(��,�) 

      =� |��(�, �)− ��|
�����

������(�)

 

      +� |��(�,�)
�������(�)

− � �|
�����                                (2) 

 
where, �  is any other variable curve, 

constants ��, �� are � dependent and represent the 
averages of ��  inside �  and outside � 
respectively. 

In order to solve more complicated 
segmentation problem, we require regularizing terms, 
like the length of the curve �, or the area of the 
region inside  � . The CV energy functional 
���(��, ��,�) is defined as 

 
���(��, ��,�)= �. �����ℎ (�) 
        + �. �����������(�)� 

        + �� � |��(�,�)− ��|
�����

������(�)

  

        + �� ∫ |��(�, �)− ��|
�����

�������(�)
       (3)  

 
where  �, �� , ��  are positive constants, usually 
fixing �� = � � = 1 , and � = 0 . 

 
This makes it suitable for images with weak 

edges and regions of piecewise constant intensities, 
which fits the characteristics of some images. 
However, main limitation of this model is that some 
objects cannot be detected using only the mean 
values of image intensities inside and outside curve �. 
In multiple region segmentation problems, the images 
usually have multi-objects with their intensity 
variations surrounding the background. By using the 
CV model, some objects of the foreground are 
incorrectly identified as the background. More 
specifically, if the mean value of the region inside � 
has a greater intensity than that of the region 
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outside �, objects that have low-intensities in the 
foreground cannot be segmented. Similarly, if the 
mean value of the region inside �  has a lesser 
intensity than that of the region outside �, objects 
that have high-intensities in the foreground cannot be 
detected. Moreover, with different initial curves, 
different mean values of the regions inside and 
outside � can lead to poor or incorrect segmentation.   

 
3. The Proposed Model 

Keeping in view of the above mentioned 
limitations of CV model, we develop an improved 
image segmentation technique based on level set 
method by integrating local information. In this 
context, we propose a new energy functional in CV 
model and label as “Generalized Chan-Vese model” 
which is defined by 
 

����, ��, c�
���, c�

���,Φ� 

   =  �. �����ℎ(�)+  �.�����������(�)�  

   +�����
���, ��

���, ��,���(��
��� − � �)���� − ��

���� 

   +��(��, ��,�)�1 − �(��
��� − � �)���� − ��

�����     
(4)                

where H is a Heaviside function, Φ is a level 
set function, the constants ��

���, ��
��� depending on 

� and are the averages of high-intensity regions and 
low-intensity regions inside �, respectively. 

Note that regularizing terms are determined 
in a similar fashion as described in Chan-Vese model 
(2001). 

 

�����ℎ(�)= ∫ ��Φ(�,�)�|∇Φ(�,�)|����
Ω

        

(5) 

�����������(�)� = ∫ ��Φ(�,�)�����
Ω

            

(6)           
 
And, the local and global fitting terms are 

calculated by using expressions given in eq. (7) and 
(8), respectively. 

 

�����
���, ��

���, ��,�� 

    = �� �|��(�, �)

�

− ��
���|��(�,�)���(�, �)����� 

    + �� �|��(�,�)− ��|
� �1 − � ��(�,�)������

�

 

    +�� ����(�,�)− ��
����

�
[1

�

− � (�,�)]���(�,�)����� 
             
(7) 

��(��, ��,Φ) 

     = �� �|��(�,�)− ��|
���Φ(�, �)�����

Ω

 

     + �� ∫ |��(�, �)− ��|
� �1 − � �Φ(�,�)������ 

Ω
    

(8)               
where �(�, �) is a decision function of 

considered point (�, �), which is used to decide 
whether (�,�) belongs to the high-intensity region 
or the low-intensity region. In this work, the decision 
function �(�, �) is given by (9). 

 

�(�, �)= �(��(�,�)− ��)                 (9) 
   
Then, fitting image � can simply be written 

using the level set formulation as 
 

 �(�,�) 

    = ��(�,�)�(��
��� − � �)���� − ��

���� 

  + ��(�,�)�1 − � (��
��� − � �)���� − ��

�����     

(10) 
with 

��(�,�)= ���
����(�, �)

+ ��
���[1 − � (�, �)])��Φ(�,�)� 

     +��(1 − �(�(�, �)))                  (11) 

 ��(�,�)=

����Φ(�, �)� + � �(1 − �(Φ(�, �)))          (12) 

Keeping Φ  fixed and minimizing the 

energy function ����, ��, c�
���, c�

���,Φ�  with 
respect to the constants ��  and ��  in ��(��, ��,Φ) 

and ��
���, ��

��� and �� in �����
���, ��

���, ��,Φ�.  
For global energy function, two constants 

�� and �� are determined using eq. (13) and (14), 
respectively as given in Chan-Vese model (2001). 

 

��(Φ)=
∫ ��(�,�)��Φ(�,�)�����Ω

∫ ��Φ(�,�)�����Ω

       (13) 

 

��(Φ)=
∫ ��(�,�)�����Φ(�,�)������Ω

∫ �����Φ(�,�)������Ω

       (14) 

 
For local energy function, its constants  

��
���, ��

��� are defined by: 
 

��
���(Φ)=

∫ ��(�,�)�(�,�)��Φ(�,�)�����Ω

∫ �(�,�)��Φ(�,�)�����Ω

       (15) 

 

��
���(Φ)=

∫ ��(�,�)����(�,�)���Φ(�,�)�����Ω

∫ ����(�,�)���Φ(�,�)�����Ω

             (16) 

 
Finally, keeping these constants fixed, and 

minimizing � with respect to Φ: 



 

1892 
 

Life Science Journal 2013;10(1)                            http://www.lifesciencesite.com 

 

 
�Φ

��
= � (Φ)���.�(��

��� − � �)���� − ��
���� +

      ��.1−��1���−�2��2−�1���      (17) 

 
with 

 

�� = ���� �
∇Φ

|∇Φ|
� − � − � �(�� − ��)

� 

    +��(�� − � �)
�         (18) 

 �� = ���� �
��

|��|
� − � − � �(�� − ��

���)��(�� − � �)  

   +��(�� − � �)
� − � ���� − ��

����
�
[1 − � (�� − � �)]

       (19) 
Our experimental study shows that the 

accuracy of the proposed method is significantly 
improved as compared with the original Chan-Vese 
model (2001) for multiple object segmentation of 2D 
images. 

 
4. Experimental Results 

In this section we present simulation results, 
obtained through the proposed approach Generalized 
Chan-Vese model, for 2D images. All experiments 
are performed in Matlab 7.8.0 (R2009a) with an 
AMD Phenom 9600 Quad-Core 2.30 GHz machine. 
Further, user sets the initial fronts during 
initialization stage. 
 
4.1. Multiple Objects Segmentation 

In the section, we examine the performance 
of the proposed approach for 2D image examples. 
Further, we show the robustness of the proposed 
method against artifacts and noise considering as 
multiple object segmentation problems. In first 
example, the input images are depicted in Fig. 1(a) 
and 1(d), which show multiple objects embedded in 
noisy environments. Fig. 1(b) and 1(e) show the 
initial curves are set by the user. Finally, results 
obtained through the proposed method are shown in 
Fig. 1(c) and 1(f). From visual results depicted in Fig. 
1, it may be observe that the method achieved the 
desired target i.e. the proposed method is able to 
obtain two contours close to the objects’ boundaries. 

In addition to this, the proposed algorithm is 
applied to the sample image shown in Fig. 2(a), 
which consists of three connected components having 
greater or lesser intensities than that of the 
background. The same initialization is used as was 
set in Fig. 1(e), which is depicted by the red curve in 
Fig. 2(b). From the Fig. 2(c), we can see that the 
method is able to obtain object boundaries regardless 
of object brightness. 

 

   
      (a)     (b)          (c) 

   
      (d)     (e)           (f) 
 
Figure 1. Multiple objects segmentation in noisy 
environment. (a), (d) Original image. (b), (e) Initial 
curve. (c), (f) Final results obtained with proposed 
method. 
 

 

   
(a)        (b)        (c) 

 
Figure 2. Segmentation result of multiple objects 
image. (a) Original image, (b) Initial curve, (c) Final 
result of proposed method. 

 

 
4.2. Comparison of the Proposed Approach with 

State of the Art Techniques 
The following examples show the 

comparisons of our proposed model with other 
approaches. In this work, we compare our proposed 
approach with four well-known models: Caselles 
method (1997) (an edge-based level set method), 
Chan-Vese model (2001) and Shi method (2008) 
(global region-based level set techniques), and Li 
method (2008) (local region-based active contours 
approach). 
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Figure 3. Segmentation of a fluorescence micrograph 
of yeast cells with different initializations. Each 
column corresponds to a given initialization. Top row: 
original images with the level set initialization. 
Second row: segmentation results using the proposed 
method. Third row: Segmentation results using a 
Caselles method (1997). Fourth row: Segmentation 
results using Chan-Vese model (2001). Last row: 
Segmentation results using Li method (2008). 

 

   
      (a)       (b)           (c) 

   
      (d)      (e)           (f) 
Figure 4. Segmentation results of brain MRI image. 
(a) Original image and its initial curve, (b) Caselles 
method, (c) Chan-Vese model, (d) Li method, (e) 
Proposed method, (f) Shi method. 

 

   
(a)            (b)           (c) 

   
      (d)           (e)             (f) 
Figure 5. Segmentation results of brain Nucleus 
Fluorescence Micrograph image. (a) Original image 
and its initial curve, (b) Caselles method, (c) 
Chan-Vese model, (d) Li method, (e) Proposed 
method, (f) Shi method. 
 

These segmentation approaches are 
qualitatively compared in the aspects of sensitivity to 
the location of initial contours and the accuracy of 
sub-pixel segmentation. Fig. 3 shows the 
segmentation results on a fluorescence micrograph – 
that contains labeled yeast cells – with different 
initializations. From Fig. 3, it can be observe that our 
proposed method is significantly less sensitive to 
noise and has better performance for images with 
weak edges or without edges.  

To explore and present more comparison of 
the proposed approach with other related techniques, 
we have also considered many other examples 
including medical images and have carried out 
experimental analysis. Fig. 4 and Fig. 5 show the 
segmentation results of a brain MRI image and Water 
Country image, respectively. As we can observe from 
Fig. 4 and Fig. 5, the segmentation results of our 
proposed approach obtain the best performance 
compared with other methods. 

   
   (a)              (b)    (c)  

   
      (d)       (e)            (f) 
Figure 6. Medical images. (a) Two Cells Microscopy 
segmentation result, (b) Segmentation result of heart 
MRI image, (c) 2D MR image of the heart left 
ventricle segmentation result. 
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(a)            (b)          (c) 

   
      (d)             (e)          (f) 
Figure 7. Real images segmentation. (a), (b) and (c) 
real images with their initial curves, (d), (e) and (f) 
segmentation results using the proposed approach. 

 
In addition to this, obtained segmentation 

results on another medical and real image are shown 
in Fig. 6 and Fig. 7. Segmentation results shown in 
Fig. 6 demonstrate the usefulness of the proposed 
method in medical image segmentation applications. 
The first column of Fig. 6 shows a two cell 
microscopy image, the second column shows a heart 
MRI image and the last column shows a magnetic 
resonance image of the left ventricle of a human heart. 
As we can see from the experiment, the desired 
segmentation results can be obtained (the second row 
in Fig. 6). 

Fig. 7 shows the segmentation results of real 
images by our proposed method (i.e., an image 
exhibiting saturation and noise, a galaxy image). The 
first row shows the initial contours which contain 
some parts of the objects. The second row shows the 
segmentation results using the proposed approach. 
We can see that the contours outlining the objects are 
accurately detected by our approach. 

 
5. Conclusions 

In this paper we have proposed a new 
region-based deformable model for image 
segmentation by integrating local information into 
the Chan-Vese model in order to overcome some 
limitations of this model. Performance comparison of 
the proposed technique with the well-known methods 
such as Caselles method, Chan-Vese model, Li 
method, Shi method shows that the proposed 
approach Generalized Chan-Vese model significantly 
improves the image segmentation results. Further, 
experimental results on real images also confirm its 
suitability for real image based applications. 
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