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Abstract Flexible job-shop scheduling is the general model for classic problem of job-shop scheduling. Whenever
substitute paths are possible, we ran into this problem. However the production scheduling problem is getting more
complicated with more jobs, operations, parts and machines. Scheduling problem was considered with deterministic
number of all parameters, until recently. Actually, this assumption ignores unpredictable events. In this paper we
solve deterministic flexible job-shop scheduling by meta-heuristic algorithms and then in order to find stable
scheduling, we change the method by entering random stops. The genetic algorithm applied in this paper which is a
meta-heuristic algorithm, contains two stages. The first one is for one objective job-shop scheduling problem and
has been designed in a way that all parameters are deterministic. Afterwards, in order to obtain a scheduling which is
stable with random breakdowns of machines, the multi-objective genetic algorithm has been applied in second stage.
NSGA-II has been used in second stage.
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1. Introduction problem was arisen which is called flexible job-shop
Programming is one of the important daily scheduling. In this new model, the assumption of

subjects in industrial and production environments. single purpose machines was generalized and any
There are too many questions which should be operation can be done on a set of machines which are
answered in programming process, such as scheduling able to do it (Rahmati, 2011). Due to inevitable stops
problem. Scheduling may be defined as resource in a real system, the rescheduling is necessary which
allocation to implement a set of activities in a period imposes too many extra costs to the system.
of time. In job-shop scheduling, n jobs should be done Therefore, achieving a stable scheduling is necessary
on m machines with special priorities. Jobs in this due to non-deterministic situation (Leon, et al. 1994).
case consist of several operations and their path of Stable scheduling is a program which is less costly,
implementation. The relation between operations and encountering stops and shifting right as a rescheduling
machines means that any operation should be done on algorithm, in compare with other scheduling (Jensen,
one machine and any machine should do one type of 2003). Now it is clear that this problem consists of
operation. It should be noted that machines in this two sub problems, i.e. besides sub problem of
model in its basic case are accessible from time zero, determining jobs sequence which arises in JSP
operations are done on machines without cut and any problem, the sub problem of operation allocation is
machine is able to do just one operation also proposed. In the first sub problem order of
simultaneously. Considering these assumptions, the several operations on machines are determined, while
goal of job-shop scheduling is to determine the in the second one it is cleared that which machine is
scheduling for a set of machines to optimize one or assigned to process an operation among the set of
more performance objectives. Machines getting capable machines.
flexible and multi-job and increasing their capability Now the model of the problem can be written as
in processing, a anew and applied version of the follows (Frutos, et al. 2010):
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2. Proposed Algorithm

Concept of MTTR and MTBF are necessary for
simulation algorithm. Machines are not always
accessible and have random breakdowns. MTBEF is the
average time between two breakdowns and MTTR is
the average time for repair and both of the have
exponential distribution (Zandie, Gholami, 2009).
Heltas (1999) showed that the selected number for

MTTR is equal to 0.1x P, 0.1 x Pand 5x P where

F is the total average of processing time for a job. The
value of MTBF is determined based on several values
of Ag in a breakdown.
Ag = MTTR}(MTTR + MTBF) is showing the level

of breakdown in job-shop or the percent of time in
which a machine does not work. For example if

MTTR=60 unit of ¥ and MTBF=140 unit of ¥, then
Ag=60/(60+1140)=0.05. So in 5% of time machine
breaks down. Range of variation of Ag is from
0.026% to 20.833%.

Now according to the above discussions, we are
going to explain simulation algorithm:

Step 0. Initialization

Start

For NB times do following steps:

For all chromosome genes do following step:

Step 1. Initialize FEL for all machines with
random values obtained by exponential distribution
with mean of MTBF.

FEL (machine) =exp-rand (MTBF), for all
machines

Step 2. Time of processing jth operation of ith
job assigned to kth machine is added to variable Life
of that machine:

Life (K) =Life (K) +process time (I, J)

Step 3. If Life (K)>FEL (K, got to step 4, else go
to step 7.

Step 4. A breakdown has occurred, do the
following steps:

Generate a random number with mean of MTTR.
This value is considered as repair time:

Repair time = exp-rand (MTTR)

Add repair time to correspondence completion
time on that stage:
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Completion time (I) = Completion time (I)

+Repair time

Reinitialize FEL for corresponding machine.
According to this, determine the next time of
breakdown for this machine:

FEL (K) = exp-rand (MTBF)

LIFE variable for corresponding machine is set
to zero:

Life (K)=0

Step 5. If steps 1 to 4 are done for all chromosom
genes, calculate completion time and stability factor
for that chromosome. Otherwise go to step 1.

Step 6. Calculate the average stability factor and
completion time, after executing the algorithm for NB
times and consider them as objective value of the
corresponding chromosome.

Step 7. Go to original algorithm.

End.

3. Data Analysis

The applied parameters in two stage algorithm
are as following: Popularity size (pop-size) 200,
number of iteration of the first stage (max-it) 100,
total number of generation in two stages (ngeneraion)
1600, conjunction probability (Pc) 0.95 and mutation
probability (Pm) 0.01. 0.14 of the best chromosome in
any generation is transferred to the next generation. In
break down simulation algorithm, there are 3 different
levels for MTTR and 3 levels for MTBF and values
for Ag are set as 0.05, 0.1 and 0.15. NSGA-II
algorithm is run 5 times for each level of MTTR and
MTRBEF and the results are saved. BR data set is used to
analyze the results. This data set consists of 10
problems which is provided by Prandimat (1993) and
is generated randomly using uniform distribution
between definite bounds. Number of jobs is between
10 and 20, number of machines is between 14 and 15
and number of operations for each job is between 5
and 15 and also number of operations for all jobs is
between 55 and 240.

3.1 The analysis of the distance from the ideal
point

Figure 1 shows the result of variance analysis
test:
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variance analysis is equal to 0.0101 which means that
about this criterion of NSGA-II algorithm, different

One-way ANOVA: MTTR1-NSGAZ-MID, MTTRZ-NSGAZ-MID, MTTR2-NSGA2-MID

Source DF 53 MS F P
Factor 2 2327512 1163756 2.35 0.101
Error 87 43074107 495105
Total 89 45401619
5 = T703.6 RE-5q = 5.13% R-Sqg(adj) = 2.95%
Individual 95% CIs For Mean Based on
Pocled StDev
Level N Mean StDev ——————— o e - +—-
MTTR1-NSGR2-MID 30 336.3 315.8 (——————— e )
MTTRZ2-NSGAZ2-MID 30 566.3 714.3 (—————————=— e 1
MTTR3I-NSGR2-MID 30 728.3 935.6 (———————— e )
—— & : R +——
250 500 750 1000
Pooled StDhev = 703.6

Fig 1. Output form variance analysis for comparing MID based on MTTR levels of NSGA-II
algorithm

According to figure 1, the obtained P-value from

the criterion of distance from the ideal point.

[nterval Plot of MTTR 1-NSGA2-MID, MTTR2-NSGA2-MID, MTTR3-NSGAZ2-MILC
95% CI for the Mean
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Fig 2: 95% confidence level for mean by the criterion of distance from the ideal point.

levels of MTTR do not have significant difference.
Figure 2 shows the 95% confidence level for mean by

Figure 2 shows that although values of Mid in
different levels do not report significant difference,
but MID is increasing by increase of MTTR and

hence achieves its optimal value in MTTRZO.I?. In
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other words the less average repair time is, the less
distance from ideal point.
3.2 Most development analysis

Figure 3 shows results of variance analysis test:
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One-way ANOVA: MTTR1-NSGARAZ-D, MTTR2-NSGAR2-D, MTTR3-NSGAZ-D
Source DF a5 M3 F P
Factor 2 487105 243553 0.60 0.549
Error 87 35064598 403041
Total 89 35551704
5 = 634.9 R-5q = 1.37% R-Sq(adj) = 0.00%
Individual 95% CIs For Mean Based on
Pooled StDew
Level N Mean StDev ———+-—- S = +—— ——t————
MTTR1-NSGAZ-D 30 168.0 336.9 (-—————————— W )
MTTRZ2-NSGAZ-D 30 297.6 6955.3 (-————————— W —— )
MTTR3-NSGA2-D 30 341.2 782.4 (—— - *_— - -)
———t—— —-—+ - +—= —_—t—————
0 160 320 480
Pooled StDev = €34.95

According to figure 3, the obtained P-value from
one-way variance analysis is equal to 0.549 which
means that about this criterion of NSGA-II algorithm,

Fig 3: Output form variance analysis for comparing MD based on MTTR levels of NSGA-II

algorithm

different levels of MTTR do not have significant
difference. Figure 4 shows the 95% confidence level
for mean by the criterion of most extension.

Interval Plot of MTTR 1-NSGA2-D, MTTR2-NSGAZ2-D, MTTR3-NSGA2-D
95% CI for the Mean
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Fig 4: 95% confidence level for mean by the criterion of most extension.

3.3 Analysis of spacing results
Figure 5 shows results of variance analysis test
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Cne-way ANCVA: MTTR1-NSGAZ-S, MTTRZ-NSGAZ-S, MTTR3-NSGAZ-3

Source DF 53 MS F P
Factor 2 12665 €332 0.93 0.400
Error 87 594367 6832

Total 89 07032

S =82.65 R-Sq = 2.09% R-Sq(adj) = 0.00%

Individual 95% CIs For Mean Based on
Pooled StDev

Level N Mean StDev ———————— e s t———— b e ses =
MTTR1-NSGA2-S5 30 36.19 56.07 (-——————————- oo )
MTTR2-NSGA2-5 30 63.01 101.65 (—————————— e )
MTTR3-NSGR2-S 30 59.29 83.78 (- s e )
———————— Fom e
25 30 75 100

Pooled StDev = 82.65

Fig 5: Oufput form variance analysis for comparing spacing criterion based on MTTR levels of
NSGA-II algorithm

According to Figure 5, the obtained P-value from algorithm do not have significant difference at
one-way variance analysis is equal to 0.400 which different levels of MTTR. Figure 6 shows the 95%
means that values of this criterion of NSGA-II confidence level for mean by the criterion of spacing.

Interval Plot of MTTR.1-MNSGAZ-S, MTTR2-NSGAZ-5, MTTR3-NSGAZ-5
05% CI for the Mean
110
100,967
100 4 T
90,5717
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40 -
3
30 4 |-
T e e Za.0018
=0 | 25.0577
BT | |
MTTR1-NSGAZ-5 MTTRZ-NSGAZ-5 MTTRI-NSGAZ-5
Fig 6: 95% confidence level for mean by the criterion of spacing

Figure 6 which shows the 95% confidence level 4.3 Analysis of NSGA-II results based on Ag levels
for spacing, does not repot significant difference for Analysis of distance form ideal point
different levels, however in first level, MTTR=0.1¥ Figure 7 shows the results of variance analysis
which means the least average repair time, the spacing test.

has its best value.
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Source DF
Factor 2
Error 87

Total a9
5 = 991.7
Level

55
3829819
85557914
85387733

R-5q = 4

Agl-NSGA2-MID 30 35
Ag2-NSGAZ-MID 30 &
Ag3-NSGAZ-MID 30 B8

One-way BNOVA: Agl-NSGAZ2-MID, AgZ2-NSGA2-MID, Ag3-NSGAZ-MID

1914909 1.95 0.149
983424

.28%

Pooled StDhev = 991.7

MS 33 B

R-Sq(adj) = 2.08%

Individual 95% CIs For Mean Based on
Pooled StDev

StDev +-—————-— e - —te —_—

365.2 (———————— SRR )

966.3 e . )
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N — 4- $—— —4- _—
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Fig 7: Output form variance analysis for comparing MID criterion based on Ag levels of NSGA-II

algorithm
According to Figure 7, the obtained P-value from Ag at 95% confidence level, i.e. hypothesis HO is
one-way variance analysis is equal to 0.149 which confirmed. Figure 8 shows the 95% confidence level
means values of this criterion of NSGA-II algorithm for mean by the criterion of distance form ideal point.

do not have significant difference at different levels of

Data

Interval Plot of Agl-NSGAZ2-MID, Ag2-NSGAZ2-MID, Ag3-NSGA2-MID
95% CI for the Mean
1400 4 FECEFSN
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101774
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G00
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400
el 338987
296,081
20 213503 i :
AQ1-MSGAZ-MID AQ2-MSGAZ-MID AQ3-MIGAZ-MID

Fig 8: 95% confidence level for mean by the criterion of distance from ideal point

Analysis of the most extension

Figure 9 shows the results of variance analysis test.
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Individual 95% CIs For Mean Based on
Pooled StDev

One-way BANCVA: Agl-NSGA2-D, Ag2-NSGAZ2-D,
Scurce DF a5 MS F
Factor 2 1027351 513676 0.83
Error 87 53604117 616139

Total 89 54631468

S = 784.9 R-5q = 1.88% R-Sqg(adij)
Level N Mean StDhev ——
Agl-NSGRZ-D 30 187.6 360.9  (--—-
RAg2-NSGRZ-D 30 428.3 1024.4
Ag3-NSGRZ-D 30 397.1 817.7
Pooled StDev = 784.9

Bg3-NSGA2-D

P
0.438

0.00%

E S Hcsme e R S ¥ S
________ *__________)
[t s )
{r— o ¥ )
R S Fomm Fomm o
0 250 500 750

Fig 9: Output form variance analysis for comparing MID criterion based on Ag levels of NSGA-II

algorithm

According to Figure 9, the obtained P-value from
one-way variance analysis is equal to 0.438 which
means that the values of the most extension of NSGA
algorithm, do not have significant difference at 95%

confidence level, i.e. hypothesis HO is not rejected.
Figure 10 shows the 95% confidence level for mean
by the criterion of the most extension.

Interval Plot of Agl-NSGAZ-D, Ag2-NSGAZ-D, Ag3-NSGA2-D
95% CI for the Mean
00
210,734
200 4 )
FOZ 403
F00 4 — T =
ao0 4
@ 500
et
™
8 aog }_K{%
322,388
200 4 i
200 4
100 4 N S—
| 1 91,6978
o 52.33'33 45.:-:335 .
AgQ1-M5GA2-D Ag2-MNSGAZ-D AQ3I-NSGAZ-D

Fig 10: 95% confidence level for mean by the criterion of the most extension

Analysis of spacing results

Figure 11shows the results of variance analysis test.
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One-way ANOVA: Agl-NSGA2-S, Ag2-NSGR2-S, Bg3-NSGAZ-3

Source DF 55 M3 F P

Factor 2 108112 54056 1.18 0.311

Error 87 3575647 45697

Total 89 40837585

5 = 213.8 R-5q = 2.65% R-Sqgladj) = 0.41%
Individual 95% CIs For Mean Based on
Pooled StDev

Level N Mean StDev -—-——- o —— e ————— E ——

BRgl-NSGR2-5 30 50.4 ¢8.4 (——————————— e }

Ag2-NSGRA2-5 30 105.4 225.8 (-——————— e )]

Bg3-NSGR2-5 30 132.9 276.5 (————————— e —— }
ST o ——— S P s S +———

0 60 120 180
Pooled StDev = 213.8

Fig 11: Output form variance analysis for comparing MID criterion based on Ag levels of NSGA-II

algorithm

According to Figure 11, the obtained P-value
from one-way variance analysis is equal to 0.311
which means that the values of spacing criterion of
NRGA algorithm, do not have significant difference

on different levels of Ag at 95% confidence level, i.e.
hypothesis HO is not rejected. Figure 12 shows the
95% confidence level for mean by the criterion of the
most extension.

Interval Plot of Agl-NSGAZ2-5, Ag2-NSGAZ-S, Ag3-NSGAZ2-S
95% I for the Mean
230 4 237,113
200 189,736
150
3 /9
[
]
100 4 27,1095
a0 2
| 30,6256
TRITERS 21,1381
0 12 6429
Agl-RSGAZ-S Ag2-hSGAZ-5 Ag3-MNSGAZ-5

Fig 12: 95% confidence level for mean by the criterion of spacing

4. Conclusion

In classic problem of flexible job-shop, all
parameters are assumed to be predetermined but this
is not the case in real world. Therefore, scheduling
with this deterministic assumption does not result in
nice solution. There exist inevitable stops such as
machine breakdowns, etc. in scheduling problem.

Thus, we are aimed to obtain a stable timetabling for
flexible job-shop system, in which rescheduling have
minimum variations in time and operation sequence
after stops and impose as less as costs as possible to
the system. This scheduling reduces the difference
between theoretic and practical problems and provides
more applicable results, considering stops. There are
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few studies in this field and they are considering
balanced sum of criteria or single objective problems
which causes inaccurate solutions. In this paper we
use two objective algorithms, NSGA-II to overcome
this difficulty and we consider 10 sample problems
and compare the results obtained by the proposed
algorithm. On the other hand, simulation algorithm
has been applied to create machine breakdowns,
which makes the suggested method more applicable.
The efficiency of multi-objective algorithms were
evaluated by following criteria: distance from ideal
point, the most extension, spacing and set covering.
Finally the superiority of the algorithm was
determined based on different indices.
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