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Abstract: In this article tried to study about the novel optimization method to calculate the Ground State Energies in 
spherical quantum centre. In this regard, various functions are considered for ground state and then ground state 
energies will be calculated. Finally, optimization method is used for energies optimization to achieve final result. 
Optimization method in this research has been used to provide ground state energy of a quantum system in spherical 
coordinates. Optimization method is based on applying evolutionary operators such as crossover, mutation and 
reproduction (copy) on primary population and used for quantum problems as well as for engineering issues. Both 
methods; parameter optimization and wave function are compared here for optimization problems to calculate 
eigenvalues of energy. The results of this method are in agreement with trial values. It must be noted that Matlab 
software has been applied for all physics and quantum computations. Therefore, the comparison between the results 
and exact values of theory in this method indicated that this method in comparison with other methods is 
significantly accurate.  
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Optimization for Ground State Energies. J Am Sci 2013;9(5):380-384]. (ISSN: 1545-1003). 
http://www.jofamericanscience.org. 48 
 
Key words: optimality method, quantum dot, impurities. 
 
1. Introduction 

Optimization is a new phase of intelligent 
optimization methods and is available to optimize 
different engineering issues and other sciences. Using 
optimization method based on evolutionary 
computation, solving problems are used in the 
nonlinear and multidimensional spaces with high 
speed and efficiency, especially in solving some 
problems in quantum physics. To date, the study of 
semiconductor nanostructures has been based on 
numerical and variable methods [1]. 

Recently, optimality method as a different 
optimization method is used for optimization issues 
of quantum systems significantly [5,18]. This method 
proposed by Holland [5] has been used for various 
fields included engineering, optimization problems, 
computing energy for atomic and molecular physics 
as well as the study of crystal growth in condensed 
matter. The method principles are similar to 
variational method. The differences between them are 
described as following: 
1.use codes instead of parameters in a problem. 
2 .start with each possible primary population. 
3.no derivation or other auxiliary information used by 
this process. 
4.use probabilistic rules, not determined. 

The general procedure of optimality is to 
produce next population among primary population 

of possible solutions based on a series of 
predetermined selection rules. Individuals' fitness is a 
main criterion for next phase. So, lower fitness led to 
remove individuals. Fitness, in second phase, is 
higher for selective population. Crossover and 
mutation are done based on predetermined 
probability from selection phase. The work 
mentioned steps are repeated sequentially led to 
produce population with higher fitness. This work 
will be continued to predetermined convergence or 
limit. 

For each quantum system, optimality 
method is used first through trial selection of ground 
state wave function and after computing their energy, 
fitness will be considered for each of them (fitness is 
computed based on minimizing the energy). 
Crossover and mutation will be repeated to achieve 
acceptable result during selection phase   

The purpose of this article is to obtain 
ground state energy of a quantum system and in this 
regard, different methods included optimization 
method based on parameters optimization and based 
on wave function optimization will be used. The 
results indicated that optimization based on wave 
function to present physics results is more accurate 
than other methods. Optimization method in this 
research is used for optimality for impurity problem 
in center of spherical quantum dot with infinite 



http://www.jofamericanscience.org )                                                   52013;9(Journal of American Science  

  

381 
 

limited potential. There are two different processes to 
apply optimality method in this problem. Finally, the 
results are compared with the results of the proposed 
method.  

 
2. Study of common optimization methods 
Optimization of variational method:  

In a system, eigenvalue of energy is very 
low for ground state, 

 
but, energy is high for other states, 

 
 

It is not possible to solve eigenstates and 
eigenvalues significantly by a Hamiltonian. Ground 
state seems is similar to |˜0i. Two words "ansatz" or 
"trial" wave function is used instead of "guess" 
among many scientists. A guess is a guess. The 
ansatz is a linear combination of different 
Hamiltonian eigenstates, if it is incorrect. 

 
If c0=1 and cn=0 for all n≠ 0, ansatz is right. 

Normalization needs   

 
The energy value expected for ansatz is as 

following: 

 
In this regard, the ground state energy 

always needs to greater or equal energy value. Using 
arbitrary trial ket, upper limit on the ground state 
energy eigenvalue will be achieved. It is obvious that 
higher trial ket can lead to higher upper limit and 
higher overlap with the real ground state will occur. 
In other word, lower Hamiltonian value of state can 
also lead to true ground state with higher overlap. In 
this regard, energy value of trial ket is computed by 

parameters to the  for ground state wave 
function. 

 
Low value expected needs to minimize as 

following: 

 
There is a relationship between better 

parameters and better trial ket can lead to the method 
success. It is known as variational method. In this 
way, the differences will find in parameters within 
ansatz and lower energy value will occur. Lower 
energy value depends on the more close relationship 
between the ansatz and true ground state. In other 
word, true ground state occurs by true functional 
form of ansatz. 

Hamiltonian for a quantum system in ground 
state is as following: 

 
 

where  is Laplacian in Spherical 
coordinates. 

 
According to that, V(r) is potential, e is 

electron charge and m is electron mass and all values 
are considered in selective units [16]. The ground 
state energy of system will be obtained through 
solving equation. 

 
There are different methods for solving this 

equation included perturbative method [4], 
variational method [2 &3] and/or numerical solution 
[17]. 

According to this article, wave function that 
describes the system is defined as a 3-dimensional 
sphere of radius R as following: 

 
where� =

�

�
 and  are true parameters. Coefficient A 

is obtained from normalization process. 

 
 
Parameter optimization: 

The parameter optimization is a general 
method [6&7] that inspired by the evolutionary 
process in nature. This method is through primary 
population of individuals presented as chromosome. 
During this method, individuals are changed and each 
phase is contained optimization information of 
previous phase. But, objective new phase involves 
significant values of the objective function rather 
than previous phase. When the value of objective 
function was computed for each of the population 
individuals, 3 main operators in this method are 
usable for population, they are respectively as 
following:    
1.Reproduction (copy) 
2.Crossover 
3. Mutation 

In reproduction process, there are different 
selection methods such as revolving wheel [8], 
ranking and … and individuals are selected through 
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the optimal value of the objective function and 
reproduced to next phase . 

In crossover, two individuals are selected 
randomly from current population and they replaced 
their components together by cutting out of random 
point. Sometimes, the process of searching occurs in 
local optimum and leads to mutation process in order 
to get out of local optimum. However, crossover 
operator with lower percentage in comparison to 
mutation process is used in mechanism of the 
method. And mutation can lead to random change for 
optimization of the problem information. 
Reproduction, crossword and mutation are done for 
each phase of optimization process on individuals 
and all phases will be repeated for several times for 
optimal result. 

In order to apply the optimality, it is required 
to know which parameter should optimize for each 
physics problem. Primary value of energy is 
calculated by following equation. 

 
Now, the value of competency for each of 

primary population is shown by following equation. 

 
According to that, β is constant number. 

Selection phase is done through computing the fitness 
and higher fitness will be produced for next phase 
[9]. In crossover, primary population ofλ should be 
changed into binary codes and two of them (parents) 
with predetermined probability which randomly  
selected from a point, both halved and their second 
half will be replaced together in order to produce a 
new element (child). In next phase (mutation), A 
binary string of predetermined probability (and much 
less likely to crossover) is selected and one of their 
information will be changed randomly. Above phases 
will be repeated to achieve perfect result. 
 
Optimization of the wave function: 

Wave functions in this method are selected 
as optimality codes and optimality operations directly 
will be done on them. Hence, primary population will 
be produced and as previous method, next population 
will be selected through computing the individuals' 
fitness. Two wave functions are selected for 
crossover of wave function (parents) and new wave 
functions will be produced as following:   

 
Here, S(r) can be used as following: 

 
Where r0 is each random number between 

the interval (0,R). W is a determiner parameter of 
crossover intensity [7]. The probability of crossover 
was equal to 95% for each optimality phase. Two 
number of wave function are selected randomly from 
produced population in crossover and new member 
will be produced by them: 

 
Lower probability of mutation should be 

selected, means 0.05%. 
In this method, the number of primary 

population is constant to reach the results of above 
phases. In this regard, wave function is considered as 
optimization code instead of variational parameter. 
First, a primary population is produced based on 
random values of  contained N of wave function. 
This population will be normalized. So, first phase is 
a normalized population of wave function. The 
obtained result of objective function value caused to 
produce a new population based on optimization 
operators and selection process is done by revolving 
wheel method. Then, reproduction operator is done 
for population in order to copy some individuals with 
higher objective function value to next phase and 
remove individuals with non-appropriate objective 
function. Hence, uncertain crossover which wave 
functions have been selected randomly and new wave 
functions will be used. The main purpose to use of 
uncertain crossover is to prevent large differences 
between the wave functions of different phases. 
Small variational values for a function can raise the 
possibility of discontinuity, so accuracy is very 
important issue for mutation operation. It is 
unacceptable by physics. Therefore, an arbitrary 
Gaussian distribution can use as mutation function to 
prevent discontinuity. Then, mutation operator will 
be applied. This process will be repeated until the 
results of system ground state wave function to be 
achieved. 

 
3. Proposed method 

Trial wave function ф(λ1, λ2, . . . , λn) leads 
to mean energy of quantum state as following: 

 
According to that, variational parameters are 

λi, (i = 1, . . . , n) and ground state energy of the 
quantum state is E0.  ¯E (λ1, λ2, . . . ,λn) is as lower 
mean energy of some variational parameters for 
ground state energy. There is a relationship between 
multidimensional unconstrained optimization 
problems and ground state energy. In optimization 
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problems, cost function is mean energy ¯E(λ1, λ2, . . . 
,λn) and optimal design parameters is variational 
parameters λ 1, λ 2, . . . , λ n. Vector S = (λ1, λ2, . . . 
,λn) is shown. Thus, lowering the mean energy E(S) is 
a main purpose that can be done by setting S. 

Representation of Chromosomes: in the 
mean energy E, all the variational parameters λ1, λ2, . 
. . ,λn are chromosome's components. 

Fitness: in order to minimize ¯E, it requires 
to find parameter set S = (λ1, λ2, . . . ,λn). F is 
introduced as fitness function by following equation: 

 
That, C is equal to 10000 and is as a larger 

positive number. Also, F(λ)  maximum as ¯E(λ)  
E0. 

Selection: in this method, the purpose is to 
produce "child" chromosomes by "parent" 
individuals. First, computing the objective function 
value is essential for each individual. The size of 
population has impact on the method repetition. 

Crossover: in this method, each child 
produces by combination of two parents' genes. 
Assume that two vectors; A = (A1,A2, . . . ,An) and B 
= (B1,B2, . . . ,Bn) show the region of variational 
parameters; Ai ≤ Si ≤ Bi (i = 1, 2, . . . , n) and two 
chromosomes; So1i and So2i,are selected for 
crossover application. So, So1i ≤ So2i. According to 
following, a child Sni will be produced:   
If  (θ % 3) = 0  then  Sni= αAi    +   (1-α)So1i 
If  (θ % 3) = 1  then  Sni= αSo1i +   (1-α)So2i 
If  (θ % 3) = 2 then  Sni= αSo2i  +   (1-α)Bi 

That, random number is α ε [0, 1] and 
random integer is θ 0.  When parents are located 
contrary to the hill, some searches will be done for 
hill climbing with high convergence speed to 
determine a genetic algorithm. 

Mutation: assume that we have a 
chromosome is called S = (λ1, λ2, . . . ,λn) and a 
mutant gene is called Si 2 [ai, bi]. Following equation 
is related to apply various mutation operators (here, 
mutation operator is Improved Gaussian), i.e, the 
gene S0 i. 

 
that, random number is  (0,1) and σ = 1/6. 

Local area surrounding the primary individual has 
been determined by mutation operator. 

Stopping Criteria of the Algorithm: the 
higher value of individual's fitness and production all 
generations can lead to stop algorithm. 

 
4. Results and discussion 

The results are shown in figure 1 to compare 
with exact values and the results of variational 
method [3, 14]. Atomic units used for all 

computations. Optimality efficiency is determined 
based on figure 1. The results of wave function 
optimization are more exact than the results of 
variational method. The variational parameters values 
of λ  are computed based on variational and 
optimization methods by optimality are shown in 
figure 2. For many years, variational method is used 
for practical problems. So, applying the variational 
method is more difficult, if the number of variational 
parameters become more than one. Additionally, 
variational method is more sensitive than selecting 
primary functions and parameters. But, optimality 
method is less sensitive than starting point and 
complexity of the problem. 

 

 
Figure 1. Different levels of the ground state energy 
as a function of the radius of the quantum dot like 
three previous methods hill climbing with high 
convergence speed to determine a genetic algorithm. 
 

 
Figure 2. the values of variational parameters of λ 
based on variational and parameter optimization 
methods for optimality 
 

The results of optimality method is shown in 
figure 3 based on wave optimization and exact values 
of energy and proposed method by Rydberg 
calculations. The energy values are extracted exactly 
by reference and all energy values are provided based 
on Matlab programming. Here, selective units [1] are 
used and also h=me=e=1. As shown in figure, the 
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results of proposed optimization method are closer to 
exact values than wave optimization. 

 

 
Figure 3. Different levels of the ground state energy 
in comparison of proposed method with wave 
function as a better method 
 
References 
1. J.Bellessa, M. Combescot, Solid State Comm., 

111, (1999)275 
2. Y.P.Varshni, Phys. Lett. A, 252 (1999) 248 
3. C.Bose and C.K. Sarkar, Phys. Stat. Sol.(b), 

218, (2000)461 
4. K.F. Ilaiwi and M.Tomak, Solid State Comm., 

78, (1991) 1007 
5. P.Chaudhury, S. P. Bhattacharyya, Chem. Phys. 

Left. 296 (1998)51 
6. H. Nakanishi, M. Sugawara, Chem. Phys. Left. 

327 (2000) 429 
 

7. I.Grigorenko, M. E. Garcia, Physica A, 284 
(2000) 131 

8. J. H. Holland, Adaptation in Natural and 
Artidical Systems, University of Michigan 
Press, (1975) 

9. D.E. Goldberg Genetic Algorithms in Search, 
Optimization, and Machine Learning, Addision-
Wesley, Reading, MA, (1999) 

10. R. Saha, P. Chaudhury, S. P. Bhattacharyya, 
Physics Left. A, 291 (2001) 397 

11. L. Liu, L. Zhao, Y. Mao, D. Yu, J. Xu, Y.Li, Int. 
J. Mod. Phys. C 11 (2000) 183 

12. A.Brunetti, Comp. Phys. Comm. 124 (2000) 
204 

13. O. Sahon, P. Sayan, A. N. Bulutcu, J. Crys. 
Growth 216 (2000) 475 

14. J. L. Martin, S. A. Cruz, Am. J. Phys. 59 (1991) 
931 

15. I.Grigorenko, M. E. Garcia, Physica A, 291 
(2001) 439 

16. H.Safak and M.Sahin and B.s-Wesley, Reading, 
MA, (1991) 

17. H.Safak and M.Sahin and B.Gulveren and 
M.Tomak, International Journal of Modern 
Physics C, Volume 14, Issue 06, pp. 775-784 
(2003). 

18. K.F. Alaiwi and M. Tomak, Solid State Comm., 
78, (1991) 1007 

19. Andries P. Engelbrecht, Computational 
Intelligence, John Wiley and Sons Ltd 

 
 
4/16/2013 


