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Abstract: In this paper, we intend to introduce a steganography algorithm for embedding a message into a RGB 24-
bit color image. It will be done by using the concepts of linked list data structure. It will help us to achieve some 
important advantages. First, we can create a “stego-key” by the address of message blocks. Second, it makes the 
detection of message harder. Also, there will be other benefits that are mentioned during the paper. 
Another point about the presented algorithm is the flexibility. For example, it could be written in recursive way. To 
prove it, we wrote a recursive function called “Read()” for extracting the message from the cover image. At the end 
of paper, characteristics of this algorithm will be talked. 
For embedding data, LSB (Least Significant Bit) technique is been used. 
[Masoud Nosrati, Ronak Karimi, Hamed Nosrati, Ali Nosrati. Embedding stego-text in cover images using linked 
list concepts and LSB technique. Journal of American Science 2011;7(6):97-100]. (ISSN: 1545-1003). 
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1. Introduction 
 On line facilities are closely tied with the 
issues concerning availability, integrity, 
confidentiality and authentication of information 
exchanged over communication media, which has 
lead to the evolution of information hiding techniques 
for securing communication [1]. To do this, one of 
the common strategies is using steganography 
algorithms. The word steganography is derived from 
the Greek words “stegos” meaning “cover” and 
“grafia” meaning “writing” defining it as “covered 
writing” [2]. Steganography is one such pro-security 
innovation in which secret data is embedded in a 
cover [3]. In other words, steganography is the 
process of hiding a secret message within a larger one 
in such a way that someone cannot know the 
presence or contents of the hidden message. 
Although related, Steganography is not to be 
confused with Encryption, which is the process of 
making a message unintelligible - Steganography 
attempts to hide the existence of communication [4]. 
The notion of data hiding or steganography was first 
introduced with the example of prisoners' secret 
message by Simmons in 1983 [5]. 

In steganography we are faced with two 
types of components: message and carrier. Message 
is the secret data which should be hidden; and carrier 
is the context that hides the message in it. Carrier can 
be of any types of data such as text, image, audio, etc. 
Message with embedded hidden information is called 
“stego-text” [6]. 

In this paper, we are going to hide a binary 
message in an image as the carrier material which we 
call it “cover image”. Message will be embedded 

sporadically with a structure like linked list, and 
random locations of its data blocks. By this, we are 
going to achieve two important goals: 
 

a) Make the detection of message harder to 
gain to stricter security. 

b) Create a security key for extracting message. 
Since the head of the message has a random 
location in the cover image, so the initial 
address of it can be used as a key. 

 
 For embedding the message in a 24-bit RGB 
image, we use the LSB (Least Significant Bit) 
technique. So, in the second section which is titled 
“Background” we will talk about basic concepts 
about RGB color space and the LSB technique 
fundamentals. In the third section that is named 
“Linked list structured message embedding”, we will 
get into the structure of message and the number of 
pixels needed to store it. Main part of this section is 
devoted to embedding algorithm. In the fourth 
section, titled as “Discussion on features” we are 
going to talk about the characteristics, advantages 
and uses of this technique. Finally, “Conclusion” is 
placed in the end of paper. 
 
2. Background 

An image can be represented by a collection 
of color pixels. The individual pixels are represented 
by their optical characteristics like “brightness”, 
“chroma” etc. Each of these characteristics can be 
digitally expressed in terms of 1s and 0s [7]. There 
are different color spaces that present different forms 
for storing images. A color space is a method by 
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which it is possible to specify, create and visualize 
color [8]. The most common color space among all is 
RGB (Red, Green, Blue). Each pixel in a 24-bit 
bitmap image in this space is described by 3 sets of 8 
bits (3 bytes), that each set contains the intensity 
value of individual red, green and blue. Combination 
of these values forms the characteristics of the pixel. 
Figure 1 illustrates this matter. 
 

 
 

Figure 1. A pixel in RGB color space 
 

Least Significant Bits (LSB) insertion is a 
simple approach for embedding information in image 
file. The simplest steganography techniques embed 
the bits of the message directly into least significant 
bit plane of the cover image in a deterministic 
sequence. Modulating the least significant bit does 
not result in human-perceptible difference because 
the amplitude of the change is small [9]. To hide a 
secret message inside an image, a proper cover image 
is needed. Because this method uses bits of each 
pixel in the image, it is necessary to use a lossless 
compression format, otherwise the hidden 
information will get lost in the transformations of a 
lossy compression algorithm. When using a 24-bit 
color image, a bit of each of the red, green and blue 
color components can be used, so a total of 3 bits can 
be stored in each pixel. For example, the following 
grid can be considered as 3 pixels of a 24-bit color 
image, using 9 bytes of memory: 
 
(00100111 11101001 11001000) 
(00100111 11001000 11101001) 
(11001000 00100111 11101001) 
 

When the character A, which binary value 
equals 10000001, is inserted, the following grid 
results: 
 
(00100111 11101000 11001000) 
(00100110 11001000 11101000) 
(11001000 00100111 11101001) 
 

In this case, only three bits needed to be 
changed to insert the character successfully. On 
average, only half of the bits in an image will need to 

be modified to hide a secret message using the 
maximal cover size. The result changes that are made 
to the least significant bits are too small to be 
recognized by the human visual system (HVS), so the 
message is effectively hidden [10]. 

As you see, the least significant bit of third 
color is remained without any changes. It can be used 
for checking the correctness of 8 bits which are 
embedded in these 3 pixels. In other words, it could 
be used as “parity bit”.  

  
3. Link list structured message embedding 

In this section we are going to embed the 
message in cover image with a structure like what 
linked lists place in the memory. As you know, 
linked list is a data structure like an array, but the 
most important difference between them is in their 
placement in RAM. Arrays sit in sequential order of 
memory places, but linked lists get sporadic 
addresses, and each item (which is called “node”) 
stores proposed data and also the address of the next 
item in the memory [11]. Using this concept, we will 
embed the separate bytes of message sporadically in 
cover image, so that, address of the next byte far 
apart in the image be placed just after embedding 
each byte. By this, two advantages will be achieved: 
First, non sequence of message structure makes the 
detection harder, and it increases the security level. 
Second, the address of first byte of message could be 
used as stego-key. As you know, while working with 
linked lists, always the address of first node is stored 
in a pointer for accessing the linked list data. Losing 
this address means losing the data stored in linked 
list. So, we can take this concept to work in 
steganography for creating a key for message. Figure 
2 shows the structure of message in the cover image. 
 

 
 

Figure 2. Embedding a linked list structured message 
in cover image 
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Another important point we have to consider 
is about the random location of message bytes. Each 
image provides a 2 dimension (X,Y) space for putting 
the message in it. Now, what we need is an algorithm 
to generate the address of no repeated locations. 
There are some algorithms for it. For example, you 
can suppose the image as a simple 1 dimension array, 
and then do the block scheming. Each block can be a 
set of pixels for storing a byte of message and also 
some extra pixels to store the next byte address. The 
number of pixels in a block depends on the size of 
image. For an image with x*y pixels, following 
equation can be used to determine the number of 
pixels needed for storing the address: 
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That p is the number of pixels for address. 

There are (x*y) items that should be addressed. So, 
we need k bits so that x*y≤2k. It can be concluded 
that the number of pixels will be equal to p in (I). 

For example, suppose that there is a 20*30 
pixels image. For addressing: 
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So each block in this image should contain 3 

pixels for a byte of message, plus 4 pixels for address 
of the next byte. 

After block scheming, now you can use the 
random numbers generation algorithms to choose the 
blocks for storing data in them. We aren’t going to 
describe these algorithms. Just suppose that there is a 
function which is named “RandomBlocks()” and it 
does the block scheming and random block selection. 
For more information about generating random 
numbers see [12]. 

Here, we present an algorithm for 
embedding the message in a cover image with linked 
list structure. It is done by a function which we call it 
“write()”. 
 
Class block 
{ 
 block();  // Constructor 
 void SetData(byte);  //Sets the byte for data part of current 
block 
 void SetLink(block); //Sets the block for link part of current 
block 
 byte GetData();  // returns the Data part of current block 
 block GetLink();  // returns the Link part of current block 
 block GetAddress();  // returns the address of current block 
} 
 

function Write(message) 
{ 
 new=RandomBlock(); 
 new.SetData(First byte of message); 
 key=GetAddress(); 
 previous=new; 
 
 for each byte in message  // From second byte 
 { 
  new=RandomBlock(); 
  new.SetData(byte); 
  previous.SetLink(new.GetAddress); 
  previous=new; 
 } 
 previous.SetLink(NULL); 
} 
 

For reading the message a recursive 
algorithm is presented. It is done by read() function. 
While calling this function for the first time, key 
should be sent as a parameter of this function. 
 
byte Read(block) 
{ 
 if (block.GetLink==NULL) return block.GetData; 
 else return read(block.GetLink); 
} 

 
4. Discussion on features 

In this section, we are going to get into the 
characteristics of this algorithm. So, the following 
lines can be pointed out: 

 
• Presented algorithm can be used for any kind of 

message embedding such as text, images and 
even the files; because all of them can be reached 
in bytes form. 

• Considering equation (I), maximum bytes of the 
message that can be embedded in an image with 
x*y pixels (nb) is calculated as follow: 
 
(II) 
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• It is easily possible to add new blocks of data in 

the chain of message. Also, removing them 
could be done easily. 

• More than one message can be embedded in a 
cover image. It means we can have more than 
one chain of message with different keys. This 
feature could be very useful when the receiver of 
message is more than one, and each of them 
should receive their own message. 

• This algorithm can be used as a layer of 
programming in the process of securing data. 
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5. Conclusion 
 In this paper, we talked about basic notions 
of steganography and also took a look at LSB 
embedding technique in RGB 24-bit color images. 
After that, a way for image block scheming was 
introduced, in order to create a structure like linked 
lists. Also, some rules were defined to set the size of 
each block. It was mentioned that the goal of block 
scheming was creating stego-key and making the 
detection of message harder. Finally, the algorithm 
for embedding the message was presented, and its 
characteristics were talked. 
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