
 Academia Arena 2018;10(10)          http://www.sciencepub.net/academia 

 

70 

Weighted Fuzzy Possibilistic C-Means Algorithm for Clustering on Web Usage Mining to Discover the User 
Behavior 

 
J. Vellingiri1, Dr. S. Chenthur Pandian2 

 

1Assistant Professor, Department of CSE, Kongunadu College of Engineering and Technology, Thottiam, Trichy 
(Dt) - 621 215, Tamil Nadu, India. 

E-mail: vellingiri.research@gmail.com  
2Principal, Dr. Mahalingam College of Engineering and Technology, Pollachi-642 003, Tamil Nadu, India 

 
Abstract: Websites on the internet are the significant sources of information in our day-to-day activity. Hence, this 
made an enormous growth of World Wide Web in to amount of traffic, its size and complexity of websites. Web 
Usage Mining (WUM) is one of the major applications of data mining, artificial intelligence and so on to the web 
data to predict the user’s visiting behaviour and obtain their interest by analyzing the patterns. Weblog is one of the 
major sources which contain all the information regarding the users visited links, browsing patterns and time spent 
on a page or link. This information can be used in several applications like adaptive web sites, personalized services, 
customer profiling, pre-fetching and creating attractive web sites. WUM consists of preprocessing, pattern discovery 
and pattern analysis. Log data is typically noisy and unclear, so preprocessing is an essential process for effective 
mining process. Pattern Discovery step is used in finding the user access patterns from web access log. Clustering is 
one of the typical algorithms in the field of data mining. The main objective of this paper is to organize a website 
into a set of clusters, which consists of “similar” data items based on the user behavior and navigation patterns. 
There are numerous clustering algorithms like K-Means, Possibilistic C-Means, etc., developed by many 
researchers. In recent times, Fuzzy C-Means is found to be superior as its embedded fuzzy logic. In noisy 
atmosphere, the memberships of FCM constantly do not correspond well to the degree of belonging of the data, and 
might be inexact. This paper uses a novel clustering algorithm called Weighted Fuzzy-Possibilistic C-Means 
(WFPCM) algorithm, which integrates extended partition entropy and inter class resemblance which is computed 
from the fuzzy set point of view and it needs only the membership matrix and possibilistic matrix, and is free from 
heavy distance computing. The performance of the proposed research work is evaluated using the parametric 
standards like accuracy, execution time and convergence behaviour for three data sets namely Anonymous 
Microsoft Web Dataset, MSNBC.com Anonymous Web Dataset and Real dataset. 
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1. Introduction 

The rapid development of Internet, and the 
gradual increase the amount of information, it is 
estimated that there has 232 million web sites in 2009, 
and is increasing the speed of one millionper day. 
Google has recently confirmed that it has indexed over 
4000 million web pages. The World Wide Web is the 
biggest database at the moment, and it is really a 
demanding task how to access efficiently these data. 

An efficient technique in reducing these 
difficulties is web mining [20]. Web mining is that 
data mining technique is applied to web data to the 
discovery of the interesting usage patterns and implicit 
information [14]. 

Web usage mining includes three mostimportant 
steps:  

 Data Preprocessing 
 Knowledge Extraction 
 Analysis of Extracted Results  

After the preprocessing step, knowledge 
extraction is done by using clustering algorithm to 
extract the interesting patterns based on the user 
behavior. Clustering is one of the most common 
techniques used for data analysis and classification 
[17]. It is described as the method of grouping N item 
sets into individual clusters based on comparison or 
distance function [16]. A high-quality clustering 
technique possibly will yield clusters thus have more 
inter cluster and less intra cluster distance. The main 
purpose of clustering is to increase the resemblance of 
the data points within each cluster and also increase 
the dissimilarity across clusters.  

Thus with the help of clustering technique, it is 
easy to extract and analyze the log data from the web 
sites by using the technology of web data mining and 
behavior analysis. Through this way, it is very simple 
to find out the information interrelated to the user’s 
behavior, which is important for personalizing the web 
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sites. User’s behavior on web sites specifies the 
character of the user, possibly will help in the 
personalization of web sites. The process of web site 
user’s behavior is essentially composed of the data 
pre-processing, the discovery of website user’s 
behavior model and the analysis of user’s behavior. 
The user’s behavior analysis is a series of activities 
from identifying users’ objective to evaluating the 
final result. 

Previous approaches have been used Fuzzy C-
Means (FCM) algorithm to extract the user behaviour 
which is a typical clustering algorithm which has been 
extensively used in medicine imaging, bioinformatics, 
pattern recognition and data mining. Since the 
standard FCM clustering technique utilizes the 
squared-norm to evaluate the relationship among 
prototypes and data points, it can be useful in 
clustering only the 'spherical' clusters and many 
algorithms are obtained from the FCM to cluster more 
common dataset [8]. Since FCM technique is very 
susceptible to noise and to avoid the drawback of 
FCM the constraint of memberships in FCM are 
removed and the Possibilistic C-Means (PCM) 
algorithm is developed. To categorize a data point, an 
approach is deducted that the data point must strongly 
have their cluster centroid and it is the responsibility 
of membership. Also for the evaluation of the 
centroid, the typicality is used for improving the 
unnecessary effect of outliers. Previous approaches 
have been used FPCM [7] to find the user behaviour 
or navigation patternwhich combines the 
characteristics of both fuzzy and Possibilistic C-Means 
[9] to identify the user behavior. In this work proposed 
a clustering algorithm called Weighted Fuzzy 
Possibilistic C-Means (WFPCM) includes weighting 
function with FPCM to find appropriate clusters. 
2. Related Works 

Krol et al., [1] proposed an approach for the 
study of information Web system user’s activity using 
clustering technique. On the basis of a Web server log, 
unidentified sessions are found out in the form of a 65 
dimensional vector, where dimensions denote 
individual Web system pages. Each dimension 
consists of the value of a measure of interest of the 
user in a page during a given session. The ratio of time 
user spent visiting a given page to the total time of a 
session provides the value. Then the entire set of 
sessions is clustered using HCM (Hard C-Means) 
algorithm. The resulting clusters are considered as the 
user activity patterns and among them clusters 
dominated by a page are chosen as those where the 
value of user interest is higher than the given threshold 
value e.g.50 %. The sessions of named users, 
registered in the system, are obtained through an 
application log of user activity. The frequencies of 
named user sessions, consisting of individual clusters, 

are computed for a given period of time e.g. one 
month. The user activity can be evaluated by 
analyzing frequencies obtained. For instance, the user 
behavior can be considered as deviated from standard 
pattern if the frequency of a session in a cluster 
dominated by a page is below a determined threshold 
value e.g. 10 %. The approach was evaluated using 
data from a cadastral Web system exploited in an 
extranet. 

Based on the combination of five user minimum 
browsing behaviors, Ling Zheng et al., [2] focused on 
a complete analysis of the quantitative relations 
between the user browsing time and the user interest 
rate, and proposed a novel technique of computing 
degree of thematic interest; this approach is based on 
association rule [15]. User's interest is attained by 
fuzzy clustering approach, and creates a user interest 
model. From the experimental results, it is observed 
that the approach has effective user interest rate, the 
user interest model responses user interest exactly, and 
is significantly used in personalized service. 

A fuzzy rough approximation technique is 
proposed by Cuifang Chen [3] to cluster user access 
patterns from Web logs. In the process of clustering 
user access patterns, the Web page visited discloses a 
Web user's interest during a surfing. Time duration on 
a Web page shows the level of a Web user's interest. 
And it is featured as a fuzzy linguistic variable [13]. 
Each user access pattern is represented by a fuzzy 
vector representing visited Web pages and time 
durations during a surfing. Ultimately, rough 
approximation technique is used to cluster user access 
patterns represented by fuzzy vectors. User access 
patterns with similar surfing behaviors are clustered 
into one class based on this technique. 

Analyzing and predicting navigational behavior 
of Web users play a vital role in finding user friendly 
and effective websites. Web personalization is a 
general technique for adapting the content of a website 
to the requirements of each particular user. An 
approach for dynamic recommendation based on fuzzy 
clustering techniques, applicable to currently on-line 
users is proposed by Nadi et al., [4]. The approach 
focuses on the aspects of both web content mining and 
web usage mining. By using fuzzy web mining 
approaches, the model concludes the user's 
preferences from IIS web server's access logs. The 
fuzzy clustering technique used in this work provides 
the possibility of obtaining the uncertainty among 
Web user's behaviors. This proposed model is 
implemented and tested as a recommender system for 
personalizing website of “Information and 
Communication Technology Center” of Isfahan 
municipality in Iran. From the results, it is observed 
that integrating fuzzy approach provide more 
interesting and useful patterns which accordingly 
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makes the recommender system more functional and 
robust. 

Clustering method is very sensitive to the initial 
center values, requirements on the data set too high, 
and cannot handle noisy data. The proposal method by 
Suresh et al., [5] uses information entropy to initialize 
the cluster centers and establish weighting parameters 
to adjust the location of cluster centers and noise 
problems. The navigation datasets are sequential in 
nature. Clustering web data is obtaining the groups 
which share common interests and behavior by 
examining the data collected in the web servers, this 
improves clustering on web data effectively using 
improved Fuzzy C-Means (FCM) clustering [19]. Web 
usage mining is the application of data mining 
approaches to web log data repositories. It is used in 
obtaining the user access patterns from web access 
log. Web data Clusters are formed using MSNBC web 
navigation dataset. 
3. Methodology 

Data cleaning is one of the preprocessing 
techniques which are used to eliminate inappropriate 
records that are not essential for mining. The 
unwanted and unrelated data are removed using the 
preprocessing steps. Knowledge extraction is the next 
step after the preprocessing phase. The main objective 
of this step is to cluster the user behaviour and the 
navigation patterns. For this purpose clustering 
algorithm is used. Clustering plays a significant role in 
data analysis and understanding the behaviour of users 
in the websites. It combines the data into classes or 
clusters with the intention that the data objects inside a 
cluster have huge similarity in relationship to one 
another, but are very dissimilar to those data objects in 
other clusters. In this work, Weighted Fuzzy 
Possibilistic C-Means Algorithm is used to find out 
the user behaviour. 
3.1.1 Fuzzy C-Means 

Data cleaning is one of the preprocessing 
techniques which are used to eliminate inappropriate 
records that are not essential for mining.  

Knowledge extraction is the next step after the 
preprocessing phase. The main objective of this step is 
to find out the user behavior and the navigation 
patterns. For this purpose clustering algorithm is used. 
Clustering plays a significant role in data analysis and 
understanding the behavior of users in the websites. It 
combines the data into classes or clusters with the 
intention that the data objects inside a cluster have 
huge similarity in relationship to one another, but are 
very dissimilar to those data objects in other clusters. 
In this paper, Fuzzy Possibilistic C-Means Algorithm 
is used to find out the user behavior. 

The Fuzzy C-Means (FCM) can be regarded as 
the fuzzified form of the k-means algorithm. It is an 
approach of clustering which permits one piece of data 

to fit in to two or more clusters. This method is 
commonly used in pattern recognition. The algorithm 
is an iterative clustering approach that generates an 
optimal c partition by reducing the weighted within 
group sum of squared error objective function J���: 
 
 

J���(V, U, X) = ��u��
�

�

���

�

���

d��X�, v��, 1 < m

< +∞ 

(1) 

 
Where X	 =	 {x�, x�, . . . , x�} 	⊆ 	Rp is the data set 

in the p -dimensional vector space, p  denotes the 
number of data items, c  represents the number of 
clusters with	2 ≤ c ≤ n − 1. V	 = 	 {v�, v�, . . . , v�}is the 
c  centers or prototypes of the clusters, v�  is the p-
dimension center of the cluster i, and d�(X�, v�) is a 

distance [16] between object x�and cluster centre v� . 

U	 = 	 �μ
��
� symbolizes a fuzzy partition matrix with 

u�� = 	u�	(x�) is the degree of membership of x� in the 

ith cluster;x� is the jth of p-dimensional measured data. 

The fuzzy partition matrix satisfies: 
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The parameter �  is a weighting exponent on 

every fuzzy membership and finds out the amount of 
fuzziness of the resultant classification [12]; it is a 
predetermined number larger than one. The objective 
function J��� can be reduced under the parameter of 
U. Particularly, taking of J���in accordance with the 
u��  and v�  and zeroing them correspondingly, it is 

essential but not adequate conditions for J���to be at 
its local extrema will be as the following: 
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FCMAlgorithm 

Step 1: Choose the number of clusters. 
Step 2: Assign randomly to each point 

coefficients for being in the clusters. 
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Step 3: Initialize the fuzzy partition matrix 
with u�� = 	u�	(x�) is the degree of membership of x� in 

the ith cluster;x� is the jth of p-dimensional measured 

data. 
Step 4: Determine the amount of fuzziness of the 

resultant classification. 
Step 5:  The objective function J���  can be 

reduced under the parameter of U. 
3.1.2 Possibilistic C-Means  

Even though FCM is a very helpful clustering 
approach, its memberships will not constantly 
communicate well to the degree of belonging of the 
data, and possibly will be inexact in a noisy 

surroundings, because the real data inevitably engages 
with some noises. To recover from this disadvantage 
of FCM, and to generate memberships that have a 
better explanation for the degree of belonging for the 
data, Krishnapuram and Keller [10] relaxed the 
constrained condition (3) of the fuzzy c-partition to 
achieve a possibilistic type of membership function 
and they proposed PCM for unsupervised clustering. 
The component produced by the PCM communicates 
to a dense region in the data set; all clusters are 
independent of the other clusters in the PCM 
approach. The objective function of the PCM can be 
represented as follows: 

 

J���(V, U, X) = ��μ
��
�

�

���

�

���

d�(X�, v�) +�η
�
�(1 − u��)
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�

���

�

���
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η
�
is the scale parameter at the ith cluster, 
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1
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is the possibilistic typicality value of training 

sample x�  belonging to the cluster 	i . m	 ∈ 	 [1,∞)is a 

weighting factor called the possibilistic constraint. 
Similar to other cluster techniques, PCM technique is 
also based on the initialization. In PCM approaches, 
the clusters do not have a group of mobility, because 
every data point is categorized as only one cluster at a 
time rather than all the clusters at the same time. 
Consequently, an appropriate initialization is 
necessary for the algorithms to converge to nearly 
global minimum. 
PCMAlgorithm 

Step 1: Choose the number of clusters. 
Step 2: Initialize the scale parameter η

�
. 

Step 3: Then initialize the possibilistic 
typicality value (u��) of training sample x� belonging to 

the cluster�. 
Step 4: m ∈ [1,∞) is a weighting factor and 

it is the possibilistic constraint. 
Step 5: The objective function of the PCM 

generated. 
3.1.3 Weighted Fuzzy Possibilistic C-Means  

Pal defined a clustering technique that integrates 
the features of both fuzzy and possibilisticC-Means: 
Memberships and typicalities are very significant for 

the accurate characteristic of data substructure in 
clustering difficulty [11]. In PCM approaches, the 
clusters do not have a group of mobility, because 
every data point is categorized as only one cluster at a 
time rather than all the clusters at the same time. 
Consequently, an appropriate initialization is 
necessary for the algorithms to converge to nearly 
global minimum. 

In order to preserve the neighborhood structure 
information in the weight, the weighting function is 
integrated into the objective function of FPCM which 
is defined as follows  

 

��� = ��(||�����||
�) ���  (9) 

 
where�� is a scaling parameter. When �� → 0, the 

weight matrix becomes the most significant 
component of the clustering result while the weights 
are very similar with each other. In this scenario, the 
weighted clustering will produce poor clustering 
result. Alternatively, when �� → ∞, the weight matrix 
has entries all equal to 1 and therefore the weighted 
clustering is degraded into non-weighted clustering. 

In order to choose appropriate values for the 
weights, a local scale for �� is used as follows: 
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where �� = (1 �⁄ )∑ ||�� − ��||

��
��� , �  is the 

number of the neighbors of the �th center. ���is the � 
Nearest Neighbor (k-NN) neighborhoods of the it h 

cluster. 
Pal defined a clustering technique that integrates 

the features of both fuzzy and PossibilisticC-Means: 
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Memberships and typicalities are very significant for 
the accurate characteristic of data substructure in 
clustering difficulty. Thus, an objective function in the 
WFPCM depending on both memberships and 
typicalities is represented as: 
 

������(�, �, �) = �����(���
�

�

���

�

���

+ ��) ��(��, ��) 

(11) 

 
with the following constraints: 
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A clarification of the objective function can be 

acquired by means of an iterative procedure where the 
degrees of membership, typicality and the cluster 
centers are revise through: 
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WFPCM is an integration of both Possibilistic C-

Means (PCM) and Fuzzy. 
C-Means (FCM) with weighting function that is 

supposed to circumvent a variety of difficulties of 
PCM and FCM. WFPCM completely ignores the noise 
sensitivity deficiency of FCM, overcomes the 
coincident clusters problem of PCM. 

To predict the user behaviour existing 
approaches used FCM and PCM. But the existing 
approaches are inadequate because of its sensitivity 
towards noise. Thus with the help of WFPCM, noise is 
reduced, provides more accuracy and thus provides 
better result in predicting the user behaviour. 
WFPCM Algorithm 

Step 1: Initialize FCM which is an iterative 
clustering technique and produce an optimal c 
partition by minimizing the weighted within group 
sum of squared error objective function. 

Step 2: The fuzzy partition matrix should 
satisfy the condition (2) and (3). 

Step 3: The objective function of J���  is 
determined using the algorithm of FCM. 

Step 4: To improve the weakness of FCM 
and to produce memberships that have a good 
explanation for the degree of belongingness for the 
data relaxed the constrained condition (3) and used 
PCM. 

Step 5: The objective function of J���  is 
found using the algorithm of PCM. 

Step 6: Characteristics of both Fuzzy and 
Possibilistic C-Means are combined in this step by 
using the weight factor S�� to obtain the J�����  as in 
11. 
4. Experimental results 

The performance of the proposed WFPCM 
Clustering technique to predict the user behaviour is 
evaluated on the basis of the following parameters, 

 Clustering Accuracy and 
 Execution Time 
This dataset collects data from 

www.microsoft.com by randomly-selecting 37711 
anonymous users. The performance of the proposed 
WFPCM technique is evaluated against the PCM and 
FCM based on the clustering accuracy and execution 
time.  
4.1.1Clustering Accuracy 

The clustering accuracy can be calculated using 
the following formula,  

 

Clustering	Accuracy =
���������������������������������

��������������������
× 100	 

 
Clustering accuracy is calculated for anonymous 

Microsoft web dataset for PCM, FCM and the 
proposed WFPCM using the above formula. 

 Table 2 shows the comparison of the accuracy of 
clustering results in predicting the user behaviour for 
the proposed WFPCM method with the PCM and 
FCM. The number of clusters [6] was varied from 2 to 

10 for a predetermined 10 number of iterations and the 
most excellent results were obtained at the end of the 
iterations.  

Figure 3 shows accuracy comparison of PCM, 
FCM and proposed WFPCM to predict the user 
behaviour in Anonymous Microsoft Web Dataset. 
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Table 2. Clustering accuracies of PCM, FCM and 
proposed WFPCM to predict the user behaviour in 
anonymous Microsoft web dataset 

Number of Clusters 
Accuracy (%) 
PCM FCM WFPCM 

2 78.1 82.6 92.5 
3 71.2 73.5 89.6 
4 76.2 81.9 92.2 
5 86.5 93.5 96.1 
6 69.2 73.3 89.9 
7 72.5 79.8 93.4 
8 63.9 70.9 88.2 
9 66.2 73.3 91.5 
10 71.9 78.9 93.5 
 

 
Figure 3: Accuracy comparison of PCM, FCM and 
proposed WFPCM to predict the user behaviour in 
anonymous Microsoft web dataset 

 
Figure 3 reveals that the proposed WFPCM 

technique for predicting user behaviour provides better 
prediction results than the other two with more 
accuracy. 
4.1.2 Execution Time 

Figure 4shows the execution time taken by the 
PCM, FCM and the proposed WFPCM during the 
process of predicting user behaviour in anonymous 
Microsoft web dataset.  

From the Figure 4, it is observed that this 
proposed WFPCM technique in predicting the user 
behaviour in Anonymous Microsoft Web Dataset 
takes very low execution time when compared with 
the PCM and FCM which takes 9.6 and 11.9 seconds 
respectively in Anonymous Microsoft Web Dataset. It 
can be observed that the time required for predicting 
the user behaviour in the proposed WFPCM technique 
for anonymous Microsoft web dataset is 4.5 seconds, 
whereas, more time is needed by other clustering 
techniques for predicting the user behaviour. 

Experiment result clearly shows that accuracy 
and execution time of the WFPCM is comparatively 

better than PCM and FCM in anonymous Microsoft 
Web dataset. 
 

 
Figure 4: Comparison of time taken for predicting the 
user behaviour in anonymous Microsoft web dataset 

 
5. Conclusion 

The proposed method focuses on efficient web 
usage mining techniques. The three important phases 
of web usage mining are preprocessing phase, user 
behaviour analysis and navigation pattern discovery is 
concentrated in this research work. The user behaviour 
is predicted with the help of the Weighted Fuzzy 
Possibilistic C-Means (WFPCM) approach. Based on 
the WFPCM, an algorithm to mine user's preferred 
paths is predicted. To predict the user behavior 
existing approaches have been used FCM and PCM. 
But the existing approaches are inadequate because of 
its sensitivity towards noise. Thus with the help of 
WFPCM, noise is reduced, provides more accuracy 
and thus provides better result in predicting the user 
behavior. The algorithm was implemented and the 
experiment result proves that this method is very 
effective in predicting user behavior. This approach is 
suitable for applications in business, such as to design 
personalized web service. It is observed from the 
experimental results that the proposed approaches 
outperform the other existing approaches. From the 
results it is confirmed that the proposed technique for 
extracting web user behaviour results in better 
prediction of user behaviours when compared to the 
existing web usage mining techniques. 

This work can be extended to develop a path-
mining algorithm for constrained navigational paths 
with gaps that would not make use of pre-defined 
thresholds.  
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